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Cyber Weapons and  
International Stability:

New Destabilization Threats Require  
New Security Doctrines

Guy-Philippe Goldstein

Though cyberspace is a domain of strategic importance, cyber weapons 

have not yet been associated with publicly well-enunciated doctrines of use 

comparable to that of the nuclear age. Taking two very di!erent approaches 

from the strategic literature—Jervis’ security dilemma and Zagare & 

Kilgoure’s perfect deterrence model—cyber weapons are demonstrated in 

both cases to induce a higher level of international instability. In particular, 

instability is favored by the attribution issue and the lack of clear thresholds. 

The outline of a cyber defense doctrine, focusing on the two mentioned 

informational issues, is then suggested.

Keywords: cyber weapons, deterrence, doctrine, security dilemma, perfect 

deterrence, attribution, thresholds, escalation

In 2013 cyberspace is a domain of strategic importance.1 The threat of cyber 

attacks has been placed at the top of the list of national security risks in 

the “Intelligence Community Worldwide Threat Assessment of 2013,”2 

and computer network warfare is one of the only military areas in both 

the US and in NATO countries that is expected to grow.3 Beginning in 

2009, the United States Cyber Command, for example, was established 

as a unified command under the United States Strategic Command. As 

was stated quasi-officially by the Wall Street Journal in June 2011, computer 

sabotage that is generated in another country is sometimes considered 
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by the Pentagon as an act of war. In that sense, since the effects of cyber 

weaponry could be substantially vast, key decisions require direct approval 

from the US President, as they “should be unleashed only on the direct 

orders of the commander in chief.”4 

There is, however, no doctrine of use that is as clearly communicated 

as the doctrine of nuclear deterrence. First, many rules remain secretive 

and strictly in the realm of the highest echelon of the executive powers. 

Second, the domain itself is not clearly defined: it may be a in the war 

fighting domain,5 or not.6 Is cyberspace critical only because it is conducive 

to military assurance?7 Or is it critical in its own right due to the increasing 

value of the data stored and protected in cyberspace? Finally, the 

development of a doctrine takes time and historical precedents. Though 

concepts of nuclear deterrence began emerging in 1946 following the 

works of Brodie,8 Mutually Assured Destruction (MAD) did not come to 

the forefront before the late 1950s.9 In the USSR, the nuclear strategy’s 

“learning curve” was even less advanced.10 Certainly, the field of cyber 

studies is still relatively young, and cyber weaponry in itself is constantly 

evolving in scale and scope. 

The lack of a doctrine poses a significant problem because without 

the proper management framework—or doctrine of use in international 

relations—the introduction of any untested and disruptive technologies 

has the potential to yield unexpected consequences. This is particularly 

true in the business of war. To rely solely on technological solutions 

without the context of a doctrine does not guarantee the preservation of 

the status quo. Stability during the Cold War was not assured by defensive 

techniques, such as efficient anti-ballistic missiles systems. Not only were 

these technological solutions elusive, but they were also not desirable in 

the preservation of the balance of terror at the heart of the MAD doctrine. 

Both conclusions led to the signing of the Anti Ballistic Missile (ABM) 

Treaty of 1972.11 

That does not preclude the necessity of developing specific technologies, 

such as Submarine-Launched Ballistic Missiles (SLBM) that guarantee 

a capable and survivable second strike force, but they should espouse 

the logic of a doctrine in order to reinforce it. This is particularly true for 

cyberspace, whose nature and risks should indicate the necessity of such 

an effort. Although the topic is still relatively new, it is not an emerging 

issue anymore. More than 15 years have passed since the 1997 US Eligible 
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Receiver exercise, which triggered the first real concerns at the federal 

level with regard to cyber warfare.12 In addition, the past five years were 

marked by several “cyber” episodes in international relations, from the 

Russian-Estonian cyber guerilla wars of 200713 to the 2012 foreign attacks 

against Saudi Arabia’s Aramco, possibly originating from Iran.14 Sufficient 

examples of recent years can supply the first guidelines on these issues 

and doctrines. Moreover, the field can be approached by some of the more 

classical legal and political frameworks. Though attention must be paid to 

the specificities of the domain, there are many examples that could be a 

baseline for the establishment of such doctrine. A recent study that could 

be used for the writing of such doctrine is the Tallinn Manual on International 

Law Applicable to Cyber Warfare, which managed to apply legal precedents 

to cyber warfare situations.15 Following this example, the article will apply 

frameworks from the “classical” strategic literature in a more formal way 

to assess the risks cyber weapons pose to international stability and also 

identify the very core issues of cyber defense that must be addressed by 

future doctrines. 

The Nature and Current Risks of Cyberspace

The Nature of Cyberspace

The definition of cyberspace has been debated extensively. The focus 

was usually given to the technological components (e.g., electromagnetic 

spectrum, information-communication technologies, and so on).16 In this 

article I suggest a complementary view that asserts cyberspace is currently 

the name for all information systems that are based on digital data. An 

analog electro-magnetic radio, for example, is not considered a part of 

cyberspace as it does not know how to “speak digitally.” A DNA computer, 

however, is conversant in digital data and is therefore a part of cyberspace, 

as is an electro-magnetic tape, which is encoded in digital data even though 

it is played in an analog tape recorder. 

Digital information is the language humans have created to 

communicate with machines, which dates back to the Industrial Revolution 

and the invention of the Jacquard loom (1801), when the rising complexity 

of new machines required the creation of such a language. It took nearly 

two centuries for the language to spread among other machines, especially 

after the inventions of Turing machine computers and the internet protocol. 

By nature, this language consists of three components: hardware (including 



124

M
il
it

a
ry

 a
n
d
 S

tr
a
te

g
ic

 A
ff

a
ir

s
  |

  V
o

lu
m

e
 5

  |
  N

o
. 2

  |
  S

e
p

te
m

b
e

r 
2

0
1

3
GUY-PHILIPPE GOLDSTEIN  |  CYBER WEAPONS AND INTERNATIONAL STABILITY 

telecommunication equipment), software (including data exchange 

protocols), and “brainware,” the human component that takes part of the 

data transmission by constituting very vulnerable interception points17 

and by writing code. Some of the most dangerous weapons in cyberspace 

today are, in fact, the codes produced by talented hackers. Functionally, 

cyberspace can be split into two: the physical support that materially affects 

communication and calculation, and the semantic domain that transforms 

physical support actions into data or instructions, providing them with 

meaning and controlling its own physical support.

This simplified description of cyberspace explains the current urgency 

to define the conditions for cyber defense and sheds light on the most 

critical pain points in cyberspace. 

First, the distinction between digital and analog data makes clear why 

cyber warfare has become a strategic topic only in recent years. Although 

computers have been in use since the end of World War II, in 1986, digital 

data comprised only 0.6 percent of global data for storage, communications, 

and broadcasting, increasing to 24 percent in 2000. It exploded in 2007, 

however, reaching 93 percent, while “old” analog information capabilities 

became noncritical.18 By the second half of the 2000s, information systems—

what is usually most critical to any institution or organism—was fully 

transferred into the digital format. This may explain why the number of 

cyber attack episodes increased in frequency and gravity over the last few 

years. Civilization, including warfare, has turned digital. To use the words 

of Marc Andreessen, “Software has eaten the world.”19

Second, the semantic dimension highlights and reflects the heart of 

networked information systems. The objective of ARPAnet, the ancestor 

of the internet, was to “emphasize robustness and survivability, including 

the capability to withstand losses of large portions of the underlying 

networks.”20 Packet switching networks are designed to withstand material 

hardware degradation. In cyberspace, the most severe damages are 

obtained when data are corrupted and their meaning manipulated, as was 

evident in “Operation Orchard”21 and Stuxnet. In both cases, a maximum 

effect was obtained because human controllers were manipulated by 

corrupted command and control systems. In addition, the corruption of 

the industrial controllers that set the speed of rotors in P-1 centrifuges 

increased the level of sabotage.22 
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Characteristics of Cyber Attacks in Brief 

In ancient Greece, the term logos equally signified the uttered word, the 

sentence, the direct meaning, and the higher level of ideas expressed.23 

It was a confused but rich definition, which also led to the development 

of the first hackers, the sophists, who manipulated words and syntax in 

order to corrupt meaning. What we call cyberspace today is, essentially, 

a digitalized logos, i.e., the language designed to communicate with 

machines on anything from physical support through immediate semantic 

translation of ordering machines or humans, and to Gibson’s “consensual 

hallucination.”24 In this digital form of logos, modern sophists act like 

The Sorcerer’s Apprentice of Paul Dukas: the code alters the man-made 

environment of machines, which causes the machines to alter the physical 

world by believing wrong arguments or instructions. In that sense, the 

quality of the attack depends first and foremost on the talent of the wizards. 

The flaws used by offensive cyber weapons were developed either 

mistakenly or purposefully during the production stage of the equipment25 

or code or during their human handling, and were then exploited for further 

actions. To more precisely assess the attack’s impact in the physical world, 

cyber warriors created models to test attacks.26 Cyber weapons can also 

be designed to hide their signature and origin.27 These characteristics give 

an asymmetrical advantage to the attacker once a flaw (or “exploit”) has 

been found: only the attacker knows what the exploit is and the identity 

of the attacker. Since cyberspace is continuously updated by software 

upgrades, however, the cyber physical environment changes constantly as 

well, which makes the potency of exploits limited and transient: searching 

or manufacturing exploits requires permanent efforts.

The effects of these attacks occur as soon as the machines receive 

the message—the code strikes at “zero day,” and their range is extremely 

large due to the wide use of digital-speaking machines: from espionage 

(penetration of machines that store information) and economic sabotage 

(penetration or corruption of machines storing financial values or IP 

addresses) to physical sabotage (attacks against machines that control 

and command all sorts of civilian industrial processes or weapon systems 

ranging from the tactical to the strategic). Because “software has eaten the 

world” and continues to do so, there are no potential limits to what can 

be attacked, and these effects have a psychological component as well. 

While equipment that was damaged by a kinetic attack must be replaced, 
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equipment that was harmed by a cyber attack might appear to operate 

properly but doubts regarding its capabilities will remain permanently. 

Geopolitical Instability Induced by Cyber Weaponry

Pro-Offense and Speed 

The pro-offense, rapid, and possibly large extent of the effects mentioned 

above and their potential characteristics creates a military technological 

environment that is tilting toward the rupture of the status quo. Rober 

Jervis’ seminal analysis on the offense-defense theory stresses that the 

terms of the security dilemma rely on two crucial variables: “whether 

defensive weapons and policies can be distinguished from offensive ones, 

and whether the defense or the offense has the advantage.”28 Combining 

these two variables to create four possible worlds, Jervis states that world 

powers will have the greatest difficulties in maintaining the status quo 

in a reality where “offensive posture is not distinguishable from [the 

defensive] one” and where “the offense has the advantage.” Here, beliefs 

are as powerful as technology. For example, World War I was the product 

of such a world, which was termed “doubly dangerous”: the technologies of 

machine guns and railroads gave the defense an advantage,29 but because of 

Bismarck’s quick victories in the preceding decades, great powers believed 

that military technologies were still yielding an advantage to offense.30

The parallelism with a military environment shaped and dominated 

by cyber weaponry should be obvious. First, there is a widespread belief 

that cyber weapons give an advantage to the offense,31 which may lie in 

the perceived asymmetry of information between offense and defense. 

By definition, the defense ignores the existence of the flaw before it 

materializes, but when it does, correcting it may be too late. This argument 

may need to be refined and further examined, as the advantage given to 

the offense could be limited and transient in reality, but it is immaterial 

to the application of Jervis’ model. As with Europe following Bismarck’s 

victories, what matters is the belief expressed by the general consensus. 

Second, cyber weapons cannot be monitored, as one can hardly distinguish 

between offensive and defensive capabilities. Dual doctrines of use, 

including those of defensive and offensive uses, have been drafted in 

China and in major Western countries.32 Core capabilities include assets 

that when examined from afar can be construed for defensive or offensive 

use, like IT infrastructure or code writers. Currently in cyber weaponry, 
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there are no equivalents to Salt II’s “observable differences” used to single 

out bombers carrying long-range Air-launched Cruise Missiles (ALCMs).33 

Defensive capability development itself is hardly distinguishable from 

offensive capability development since it stems in large parts from Red-

Team exercises.34

The “doubly dangerous” risks could also be exacerbated by a rapid 

offense, used in a first strike. Such a “bolt from the blue” attack would be 

so decisive it would preempt any reactions from the defender. In an initial 

analysis of mutual deterrence games, Zagare showed that the fewer moves 

there are in a game, the more harm would be made to the status quo.35 The 

incentive to strike first is shared by peer powers that are at about the same 

level of technological development. In that case, the perception that the 

attack is of equal risk to both sides would lead to Schelling’s “reciprocal 

fear of surprise attack.”36 As Schelling writes, “Military technology that 

puts a premium on haste in a crisis puts a premium on war itself… If the 

weapons can act instantaneously by the flip of a switch, a ‘go’ signal, and 

can arrive virtually without warning to do decisive damage, the outcome 

of the crisis depends simply on who first finds the suspense unbearable.”37 

These lines were written a few years before ARPAnet was even 

established. They are echoed in the writing of US Air Force officers on 

war in the Information Age, stating that “preemptive employment of force 

may become a prerequisite for success.”38

The dynamics leading to a conflict are also exacerbated by the ongoing 

technological investment in R&D cyber weaponry. The impetus for further 

investment is fed by the branching out of cyberspace into additional 

domains of civilian and military life and the need to protect these new 

realms of cyberspace. Since defense and offense R&D capabilities are hard 

to distinguish, this naturally triggers an arms race. Cyberspace’s internal 

rate of the conversion of offline processes conversion into online ones is 

not always controlled by the military. Different from other revolutions 

in military affairs that were driven by actual contests, the thrust for 

digitalization of the US military continued at a high pace after the collapse 

of the USSR.39 This may have been the result of the manifestation of the 

autonomous dynamics of digital data and software as they continue to 

“eat” the military. In this case, it is the qualitative evolution of technology 

itself that can also disrupt the status quo stability. As noted by Kissinger, 

countries that are opposing one another live in fear that their “survival 
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may be jeopardized by a technological breakthrough on the part of [their] 

opponent[s].”40 As stated by Joynt & Corbett, the rate of change creates 

an “intrinsic uncertainty about advancing technologies…{as they] cannot 

supply the sufficient conditions for stable deterrence.”41 Indeed, as a 

regional example, Horowitz notes that the cyber arms race in East Asia 

fuels instability.42 Finally, beyond the growing scope of cyberspace’s reach, 

the dynamic internal competition and constant upheaval of the IT industry 

generates an ongoing upgrade of cyberspace itself. These enhancements 

also constitute the sources of new alterations in the fabric of cyberspace 

and, thus, can generate new flaws. Independent from the political or 

military competition, this factor mechanically exacerbates the arms race.

Attribution and Thresholds 

In addition to the perception that the cyberspace environment is pro-

offense and prone to haste and to the field’s technological domain that is 

constantly changing, cyberspace is also characterized by the ability to wage 

attacks without a clear attribution or a clear identification of the thresholds 

at stake following the initial impact. These factors constitute additional 

triggers for instability. 

The lack of signature (the attribution issue) gives an advantage to 

the offense. If attacked, the defender does not know against whom to 

retaliate. This impedes the defense because the defender is not able to 

strike a counter-blow that could stop or deter the attacker. Without a 

clear aggressor, the defender will also encounter difficulties in mobilizing 

diplomatic relations in order to organize counter-pressure. If the defender 

retaliates or elevates defense against the wrong party, it may actually isolate 

itself more or trigger international escalation. 

Attribution is therefore not a trivial issue: in war games one of the 

very first questions asked by the player acting as the defending head of 

state concerns the attacker’s identity.43 To gain weight diplomatically, 

attribution needs to reach a high level of certainty. This is technically 

hard to obtain in a limited amount of time.44 Potential aggressors can 

claim “plausible deniability” and neutralize the international audience, 

reducing the margins of maneuver for the defender. Attribution can 

be inferred from the international context,45 but this would not equate 

producing an incontrovertible “smoking gun,” which would be required 

for securing diplomatic and external military support, especially in the 
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context of the intelligence failures leading to the invasion of Iraq in 2003. 

Similarly, the international context could be muddied. Since the 1986 

“BrainVirus” infection of digitally encoded floppy disks across the world 

prior to the web’s existence,46 most malware infections have been global 

in nature. All machines that speak the digital language are vulnerable to 

digital infections. Though Stuxnet is said to have targeted specific nuclear 

enrichment installations in Iran, it was also found in India, China, Russia, 

and the US.47 That makes “plausible deniability” even easier for the attacker, 

which can portray itself as a victim among others.

Non-recognition of thresholds also clearly undermines stability. 

Schelling posits the importance of thresholds to articulate the “idiom of 

war.”48 For thresholds to efficiently structure the dialogue in the violent 

atmosphere of war, they need to possess “simplicity, reconcilability and 

conspicuousness,”49 for example, the crossing of a river or a mountain, or 

the general mobilization of an army.

The question is all the more critical because each player’s calculus 

depends on other players’ “curve of credibility”50—i.e., the stakes that a 

country has invested in a conflict from its own volition or which was forced 

on it by its opponent. These stakes are delimited by the above mentioned 

thresholds. They are positioned within a hierarchical disposition that 

credibly organizes the perceived modus operandi of a government. The 

underlying sense of proportionality is related to the above-mentioned 

hierarchical disposition and is also the key to credibility. This, in turn, 

allows the violent dialogue to be controlled. If an error was created in 

understanding the opponent’s curve of credibility, there is de facto a 

perceived “imbalance of resolve”51—potentially leading to the conflict’s 

spiraling. The massive retaliation policy defined in the NSC-162/2 

document, for example, was noted by William Kaufman as lacking 

credibility, as it was “out of character for the US” to implement it.52 On 

the other hand, as identified by Frank Zagare and Marc Kilgour in their 

work on Perfect Deterrence Theory, the credibility of nuclear deterrence 

lies on the preference for retaliation over backing down.53 This preference 

is assured by a capable threat (especially a survivable second strike force), 

but also on a rational calculus of retaliation, as this rational preference 

establishes credibility. If a nation’s core population centers were hit, and 

the nation can retaliate and inflict a major cost to the aggressor, there is a 

high probability it will do so. Higher stakes change the pay-back calculus. 
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In this situation, if population centers were indeed destroyed, the state 

can more easily mobilize internal resources by way of national cohesion 

and consensus around revenge response. The option of a more forceful 

reaction becomes credible. Early in the nuclear age, Liddell Hart noted 

that “victims of aggression are driven by an uncontrollable impulse to hit 

back regardless of the consequences” and therefore an “aggressor may 

hesitate to employ atomic bombs” because of the likelihood of retaliation.54  

Herein lies another difficulty with cyber attacks: they do not easily 

offer simple, recognizable, and conspicuous characterization in terms of 

thresholds. Would difficulties in online banking lead to financial panic or 

an economic disaster, and at what point would this occur? If the capital state 

of an attacked country had suffered a blackout, how many people would die 

after one day? When the Northeastern region of the US was struck by the 

blackout of 2003 that lasted more than 52 hours, the effects were surely not 

negligible but were also relatively minimal.55 The evolution of the impact 

does not develop in a linear model. Difficulties are compounded by lack 

of precedents in the use of constantly evolving weaponry. A foreign force 

invading another nation’s airspace is considered a breach of sovereignty, 

but what about cyber attacks of foreign countries that repeatedly corrupt 

servers used by national companies? Finally, effects may be caused by 

indirect and psychological actions; for example, by instilling doubts on the 

safe use of military or industrial capabilities, cyber weapon may induce 

paralysis but not directly provoke it. Is it the same when the paralysis is 

the consequence of a direct kinetic hit? 

The consequences of lack of attribution and clear thresholds on stability 

can be analyzed through Perfect Deterrence Theory,56 which posits that 

for a threat to be deterrent, it must be capable of creating significant pain 

to the threatened party so that it would prefer not to suffer from it. The 

threat must also be credible, as the threatening party must be perceived as 

preferring to use the threat rather than backing down. Without signature, 

however, the deterrent threat is not viable anymore, as the defending 

party does not know against whom to retaliate, and the secret offender 

is not threatened. The defender may also not be credible if it threatens to 

hurt everything and everyone in response to attacks of unknown origins. 

Similarly, even if attribution is realized but the effects are hard to measure 

and the distinctive thresholds at risks cannot be identified, the retaliation 

will not be “in kind,” rather either too hard or too weak. 
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At a macro level, it is coherent with strategic literature that asymmetry 

or gaps in the information available to each party would lead to conflict. 

Spiraling is being modeled as triggered by errors of appreciation, or as 

Zagare and Marc Kilgour put it, “strategic uncertainty and unanticipated 

response, and both may be broadly construed as mistakes traceable to an 

intelligence failure, bureaucratic bungling, miscalculation, or some other 

cognitive or information-gathering deficiency.”57 The risks of spiraling 

are higher if countries retaliate against attacks that aim to create false 

information in the opponent’s system. War can also be seen as a process 

that resolves an information problem: how much harm can a nation do to its 

opponent?58 Resolving this question establishes a hierarchy among nations, 

which serves as an ordered bargaining system that is understood by all. 

These explanations show why war is much more probable when the two 

countries facing each other are of the same strength rather than when they 

are not, in which case the outcome would be obvious.59 Cyber warfare’s 

modus operandi, however, is to create confusion in data. This mode of 

action threatens to corrupt strategic information, create uncertainty, and 

pose risks that would upset the status quo.

The absence of large scale demonstration of cyber attacks has been 

one of the factors limiting the risk of spiraling. The capability to damage 

this type of weaponry is not as clearly assured as that of a kinetic or a 

nuclear weapon. However, both the potency of the Stuxnet worm and the 

understanding that “software is eating the world” have left major global 

powers more prone to the risks of this new class of weapons. Perceptions 

are transforming following changes on the ground and public declarations. 

The psychological frames at play, according to Jervis and Perfect Deterrence 

Theory, become applicable to a geopolitical environment that is under 

stronger influence of cyber weaponry. 

Conclusion: The Need for “Escalation Control” Doctrines in 

Cyber Defense

There are no reasons to believe that “the diplomacy of violence”60—a term 

coined by Schelling to evoke the phenomenon of warfare—is going to vanish 

with the immersion of our civilization into cyberspace. Similarly, during the 

internet bubble of the 1990s, Michael Porter demonstrated that although 

the internet’s “new economy” may emphasize types of cost advantages 

over others in the search for competitive differentiation,61 it would still 
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not suspend the old rules of strategy. Instead, the winners would be the 

ones who are able to “view the Internet as a complement to, not a cannibal 

of, traditional ways of competing.”62 Furthermore, the “power to hurt” is 

fully embodied in cyberspace, but does not supersede the laws of strategy. 

Cyber power can be analyzed through the classical dimensions of strategy, 

as elucidated by John Sheldon, Michael Howard and Colin S. Gray.63 

New technologies do not eliminate the risks of spiraling in warfare. 

Instead, this depends on the effects of any technology that triggers general 

warfare—effects such as the perception that strategic military capabilities 

lean towards the offense; the possibility that defensive military capabilities 

could also be used by the offense; the rapid mode of action that would 

shorten the length of the military “game”; or the perception that quick 

technological change has the potential to reshuffle the balance of military 

forces. The strength of these factors ends up affecting the threat capability 

and credibility of each player, and thus alters the underlying deterrence 

relationship between the players. Ultimately, the deterrence balance can 

be summed up as an informational problem: does the party accurately 

recognize its enemy’s capabilities and those of itself? Does the party have 

a good sense of its intentions and red lines, and are they clear to its enemy?

On all these accounts, and especially because of the corruption of data 

and strategic information, cyber weapons increase the risk of informational 

errors whereby a crisis escalates into overall warfare. In particular, the 

above discussion on lack of attribution and clear thresholds explains 

why this risk is so well materialized with the use of cyber weapons. 

Furthermore, the solution for both issues is rendered even more pressing 

due to the nature of a game, which becomes shorter by an innately speed-

of-light technology that is perceived as pro-offense. All this shows how 

pressing the need is for a doctrine to manage this informational crisis. Thus, 

a doctrine for cyber stability will not be based solely on the capabilities 

for reprisal, such as a demonstrable, survivable second strike force at 

the heart of nuclear deterrence, but just as importantly, it would also be 

based on the capabilities for elucidation at the strategic level. If the truth 

about attribution and damage assessment cannot be established, then the 

defending party is at risk of either conceding defeat to an unknown attacker, 

or of engaging in reprisals “in the dark” with a high risk of spiraling. On 

the other hand, if the truth is fully established in the “brainware” of the 

strategic decision makers—if not in the whole of the software and hardware 
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systems of the defending nation—then at least the defender can unlock 

all of its other traditional options from diplomatic to strategic threats in 

order to credibly force the offender to back down. The parallels with the 

truth-seeking objectives of intelligence services should not be surprising: 

if in cyber, as in intelligence, “the truth shall make you free,”64 then it is 

partially due to the fact that both fields operate in information domains, 

with one based in the digital format and the other on “secrecy.”65

The outline of such cyber defense doctrines could resemble that of 

elucidation actions like counter-intelligence or police investigations, but 

it must be strategically led by the head of state. These investigations would 

be supported by strong technical capabilities and operated by state-of-

the-art methodologies aimed at truth-seeking from deductive testing for 

attribution to systems simulation for red-lines assessment. They would 

also have a strong diplomatic component, leveraging some circles of very 

close cooperation. The establishment of the truth cannot be dictated by one 

center. It consists of a social process based on either the sharing of the data 

supporting the conclusions, carefully taking into account the constraints 

posed by the intelligence context, or the ability to replicate experiments.66 

In that respect, military defense doctrines in cyberspace are somewhat 

parallel to the disciplined, scientific approach to problem solving that has 

been taken recently by the management of corporations from marketing67 

to human resources.68 To attain the highest ground in an informational 

domain is to reach for the truth.
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