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The Islamic State’s Strategy in 
Cyberspace

Gabi Siboni, Daniel Cohen, Tal Koren

The success of the Islamic State (henceforth: ISIS) includes the integration 
of interrelated elements in a way that helps the organization consolidate 
its control of extensive regions, serve as the current spearhead in the 
global Jihad effort, and threaten the world with terrorist attacks carried 
out by its agents holding citizenship in a Western country. These agents 
are liable to return to their homeland and along with “lone wolves” they 
are liable to carry out terrorist attacks against targets in the West. The aim 
of this article is to examine ISIS’s model, as it is an organization that has 
successfully conquered many geographic areas while attracting public 
attention on an unprecedented global scale. The article will attempt to assess 
the organization’s unique strategy, which combines two key interrelated 
elements: extensive use of the social media on the one hand and extreme 
and savage cruelty on the other.

Keywords: Islamic state, ISIS, social media, Iraq, Syria, terrorism

Introduction
In May 2004, an Islamic website published a video clip showing the execution 
of Nick Berg, a U.S. citizen, in Baghdad. The clip showed Berg in an orange 
prisoner’s uniform (the same worn by prisoners at Guantanamo Prison), 
beheaded by Abu Musab al-Zarqawi, the leader of al-Qaeda in Iraq. 10 
years later, this video assumed horrifying historical significance with the 
publication of a video clip showing the beheading of American James 
Foley by agents of ISIS, carrying on the actions of Abu Musab al-Zarqawi.

This article was first published in Military and Strategic Affairs 7, no. 1 (2015): xx-xx.

Dr. Gabi Siboni is a senior research fellow and the head of the INSS Cyber Security 
Program. 
Dr. Tal Korn is a research fellow in the Cyber Security  Program. 
Daniel Cohen is a Research Fellow and coordinator of the Cyber Security  Program.
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The main difference between the two video clips is that the man who 
beheaded Foley spoke fluent English, and the professionally edited clip 
was spread virally throughout the entire world. Viewers in Western 
countries experienced a feeling of horror at the sight of a prisoner 
being led to the slaughter, not only because the victim seemed like their 
next-door neighbor, but because the slaughterer also represented the 
image of a neighbor. ISIS uses the global village of the information era, 
in which the boundaries between reality and imagination have been 
blurred using technological means available to everyone, in its call to its 
supporters in the West to make the hegira (immigration to the Islamic 
state) or join the jihad - “pack your suitcases or prepare explosive devices.” 

Psychological warfare in the service of terrorist organizations is not 
a new phenomenon. Carlos Marighella, one of the fathers of modern 
revolutionary terrorism, published The Mini-Manual of the Urban Guerilla 
in the 1960s, in which he referred to a war of “nerves” and psychological 
warfare. He asserted that governments will always be in a position of 
inferiority in combating psychological warfare used by a terrorist 
organization, as a result of the many resources used in counter efforts 
and censorship. According to Marighella, this investment is doomed to fail. 

 In the digital and new media era, the challenges and threats have changed 
as a result of the new spheres in which a terrorist organization can operate 
to promote its political objectives. ISIS operates on a large scale in virtual 
space by using new media platforms that make censorship difficult. The 
position of inferiority in defending against this phenomenon is therefore 
significant, and requires observation and a solution to this threat that 
makes use of up-to-date tools.

The wave of spontaneous terrorist attacks (“lone wolves”) in the U.S., 
Canada, Australia, Europe, and Israel highlights the emerging symbiotic 
connection between ISIS’s recruitment calls, propaganda, and terrorism 
against Western civilians and the various communications platforms 
made possible by virtual space. It incorporates terrorism executed by 
veterans who fought within ISIS ranks in Syria and Iraq and returned to 
the west, such as the murder of Israeli couple Mira and Emanuel Riva at 
the Jewish Museum in Brussels in May 2014 by Mehdi Nemmouche, a 
French citizen of Algerian origin who returned to Europe after fighting with 
jihad forces in Syria. These local unorganized terrorist actions, carried out 
“under the influence of ISIS” and inspired by it, include attacks by shooting 
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and running over pedestrians in Canada, and attempted beheadings in 
Australia and the U.S. ISIS employs public relations, recruitment, and 
propaganda apparatuses in virtual space, including the publication of 
magazines and high-quality video clips that can be viewed by the international 
media with restrictions, and sells merchandise with the organization’s 
symbol online. The organization’s agents even document and share their 
comments on social networks. This mode of operation, which includes 
transparency and ruthlessness, is perfectly suited to the organization’s 
current strategic policy: preparation for global terrorist activity by recruiting 
foreign agents and establishing new terrorist cells throughout the world. 

In “The Violent Image: Insurgent Propaganda and the New Revolutionaries,” 
Neville Bolt says that the Islamic State has adopted the idea of “propaganda 
of the deed,” similar to the old tactics used by revolutionary groups, in 
which violence and communications were merged in order to achieve 
the maximum effect in delivering a political message. He claims that 
what is unique about ISIS is its combination of distribution platforms 
in the media and the new media to display extreme and savage cruelty. 

 This constitutes a new spectrum of “network warfare” involving exploitation 
of the information revolution. The organization uses reciprocal propaganda, 
and includes horrific pictures immortalizing terrorism, designed to generate 
fear and anxiety (such as video clips featuring beheadings), and as means 
for influencing decision-makers in the West. 

The success of ISIS, which has consolidated itself over the past year in 
Iraq and Syria, and has established organizational infrastructure in North 
Africa and the Sinai peninsula, includes the integration of interrelated 
elements in a way that helps the organization consolidate its control of 
extensive regions and serve as the current spearhead in the global Jihad 
effort. In addition to posing a threat to the stability of Arab regimes in 
the Middle East such Saudi Arabia, Jordan, and Lebanon, there is also 
the threat of terrorist attacks carried out throughout the west by western 
citizens who have joined ISIS in Syria and Iraq and then returned home, and 
encouragement of spontaneous terrorist attacks against Western targets. 
The media and violence are used in tandem to both intimidate nearby 
enemies and to recruit agents and supporters. These actions, which are 
being conducted in places geographically proximate to democratic countries 
(the West), include extensive use of media on the one hand, and extreme 
and savage cruelty on a previously unseen scale on the other.
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These elements are intertwined; aiming at a Western target group and 
the physical proximity to this target along with the appeal for recruitment 
of supporters from those countries generates a feeling of deep primitive 
dread among the general public, combined with a strong attraction among 
the audience of potential supporters.

This article asserts that ISIS’s internet success is due to the connection 
between its use of extreme ruthless cruelty and the use of cyberspace to 
spread messages internally and externally for purposes of recruitment and 
intimidation. The background to this policy is physical proximity to the West 
and the creation of a deep feeling of dread in Western countries of being 
inundated with terrorists and supporters of Islamic-motivated violence.

ISIS makes intelligent use of social networks for delivering focused 
messages to specific target audiences, namely Muslim communities in 
Western and Asian countries. Up until now, ISIS’s media strategy has 
succeeded in positioning the organization as the main enemy of the West, 
branding it as the spearhead in the global jihad struggle, winning support 
among Muslim audiences and jihad organizations.5

ISIS Propaganda and Recruitment System
ISIS, like al-Qaeda in its early days, recognizes the fact that it must operate 
simultaneously on a number of fronts in its war against infidels. The 
organization therefore regards its media strategy as representing “two thirds 
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of the battle,”6 and regards the struggle over popular opinion as essential 
and complementary to its activity.7 The importance of the media in it various 
forms as means of gaining influence, support, and sympathy from millions 
of Muslims around the world is evident in the organization’s activities 
and the many resources invested for the purpose. The Internet and social 
networks are the chief means of disseminating its ideology and political 
messages, as well as means of recruiting foreign volunteers and financing, 
while being careful to control the flow of information from the battle areas. 
ISIS uses a number of online platforms,8 such as the al-Furqan Institute 
for Public Relations Production,9 which serves as the official media arm 
of ISIS and its leaders, and the “al-Athzam Agency for Media Production.” 
This agency has been operating for the past two years, producing ISIS 
video clips and distributing them on the social networks. Another ISIS 
media arm is the Islamic State organization website, called the al-Hayat 
(Life) Media Center, which is aimed mainly at a Western target audience.

The al-Hayat media center contains a great deal of material about ISIS, 
including speeches and video clips translated into more than 10 languages. 
The website, which is aimed at the West and a non-Arabic speaking 
audience, combines content and diverse material with new video clips 
and subtitles for earlier video clips, in addition to articles, news reports, 
and translation of jihad material. The website is of high quality, and was 
probably designed by a team with experience in producing material for a 
Western audience. ISIS distributes bloody propaganda clips on the Internet, 
in which the organization showcases the cruel tactics used in its conquests 
in Syria and Iraq, while boasting the helplessness of its enemies. One of 
the propaganda films issued in September by the Islamic State, which was 
professionally edited as a documentary film, is entitled, “Flames of War: 
The Struggle Has Only Begun.”10 Its purpose is to deliver a clear message 
against U.S. intervention targeting the organization. The 55-minute film 
uses carefully designed romantic images, combined with special elements 
of explosions, battles, wounded American soldiers and those about to be 
killed, anti-American rhetoric, edited slow-motion segments of executions, 
and archive segments of Western leaders. The film includes sophisticated 
illusory elements (size, distorted pictures, enhancement of speakers, a 
speech lit by torches) resembling the 1934 propaganda film produced in 
Nazi Germany as a propaganda documentary move by Leni Riefenstahl, 
“Triumph of the Will.”11
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This movie joins a long series of professionally edited films documenting 
bombings, terrorist attacks, and assassinations of officials, military, and 
security forces personnel in Iraq. One example is the popular four-part 
series entitled “The Clanging of the Swords,” the first part of which was 
distributed as early as June 2012. The series has gained widespread exposure 
on platforms such as Twitter and Facebook.12 A comprehensive analysis 
of the fourth part of the Clanging of the Swords, aired on May 17, 2014, 
was published by Nico Prucha and Ali Fisher on the Jihadica website. 
It describes the level of sophistication demonstrated in the use of the 
social media and in the use of information distribution technology on 
various platforms, including cellular telephones (the preferred platform, 
especially the use of the “Twitter for Android” application), various web 
technologies, and file sharing websites (justpaste.it, archive.com), with the 
use of a different size and format, variable quality, and different languages 
(Arabic, Indonesian, English, German, and Japanese). It is no surprise 
that the video was released on Saturday as a deliberate strategy to prevent 
blocking by web companies, as their employees are on their day off. In the 
first 24 hours after the video was released, there were nearly 60,000 hits 
(the average viewing time was 17 minutes).13

In November 2014, a short film showing the beheading of 22 Syrian 
prisoners was published. The film was analyzed by the Terrorism Research 
and Analysis Consortium (TRAC), and the Quilliam Foundation think tank 
pointed out that the film was professionally produced, including many hours 
of filming, the use of HD cameras, and professional editing. The analysis 
concluded that the cost of producing this film was about $200,000.14 The 
production of this film reflects the level of savagery as well as the level of 
sophistication. This film does not document an execution; it is a “reality” 
film of a mass execution carried out solely by “outside” soldiers recruited to 
the organization. The “extras” in the film are executed. This method shows 
the importance attributed by the organization to the use of media, and 
its profound understanding of the effect that such a film has on viewers; 
generating a feeling of “romantic” attraction for potential recruits on the 
one hand, and the creation of a feeling of terror and dread among Western 
citizens on the other.

In addition to violent material and content, some of its publications are 
designed to recruit new volunteers from Western and non-Arab countries. 
The al- Hayat Media Center, for example, published a number of original 
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video clips under the “Mujatweets” headline aimed at showing that life 
under the Islamic State was peaceful and normal, pointing to a positive 
aspect that would soften the brutal image of a murderous organization, 
and in order to attract new recruits.15 In addition, a series of high-quality 
articles published as PDF documents, similar to al- Qaeda’s “Inspire” online 
magazine, can be found on the website aimed at showing and emphasizing 
the organization’s success on the battlefield and portraying prominent 
soldiers in its ranks. Some of the video clips were designed for the purpose of 
influencing public opinion by showing scenes of food distribution, medical 
treatment, and charity. The films have English subtitles, and are designed 
to convince Western professionals to come and help in the building of the 
Islamic state. The organization publishes something called the IS Report, 
which contain articles in English describing the founding of offices for 
the training of Imams, religious legal rulings, pictures of executions, and 
victories on the battlefield.16

In addition to the ISIS media apparatus distributing the organization’s 
publications on the Internet, ISIS publishes a number of Internet magazines; 
the most important is the Dabiq periodical.17 The first issue was published 
in July 2014 in a large number of languages, and resembled the al-Qaeda 
“Inspire” magazine in its design. The main emphasis in the first issue, 
which filled 50 pages and was entitled, “The Return of the Calilafah,” was 
to convince its readers of the legitimacy of the caliphate declared by ISIS 
leader Abu-Bakr al-Baghdadi, and to call upon Muslims from all over the 
world to come to “their natural country” under its leadership. The other 
three issues came out in September-October, and included quotations and 
remarks by senior officials in the organization, hadiths legitimizing slavery 
as “the spoils of war,” information about building the Islamic State, calls for 
the killing of “Crusaders,” justification of executions, etc. Another public 
relations activity designed to appeal to Muslim communities outside the 
war zones in Syria and Iraq was the English language “Islamic State News” 
Internet news magazine, which contained both regular reports about the 
organization and reflections with an Islamic Salafi-jihadist orientation.18 
ISIS conducts additional forums and official news sites in Arabic on the 
Internet, such as al- Minbar al- Ilami al- Jihadi19 (Jihad Forum) and others 
with diverse propaganda content about ISIS.

For ISIS, the use of social networks is a platform constituting a significant 
lever enabling the organization to recruit broad support among the young 
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radical Muslim public in their countries of origin and in the West, while 
delivering focused messages. On the other hand, communications and 
messages between the global jihad organizations and their supporters, 
such as al-Qaeda, are usually deployed over the “dark web” that is not 
accessible to everyone, in mosques, and through distribution of leaflets 
and designated websites.20 ISIS has therefore chosen to operate openly 
on the social media channels, including YouTube, Twitter, Facebook, and 
other less well-known social networks that appeal to a Western target 
audience and in Muslim communities in the West. ISIS is flooding social 
networks with especially savage and graphic materials of torture, mass 
execution, beheading, and crucifixion. As noted, however, this is only part 
of the broader picture. The use of the social networks serves a number of 
purposes, such as psychological warfare and creating a deterrent effect 
on both a specific target audience in the battle zones and on Western 
public opinion, creating a presence and image of size in order to give the 
impression that the organization is larger than it actually is, disseminating 
ideology, obtaining financing, and calling for volunteers to join jihad, 
while distributing videos and interviews with Australian, European, and 
American Muslim citizens.

The organization’s use of these networks is highly sophisticated, mainly 
in transmitting vicious propaganda messages that overshadow the media 
efforts of competing organizations, such as al-Qaeda and its affiliates. The 
efforts by Western countries to close accounts affiliated with ISIS and its 
supporters and censor their content almost never succeed. For example, 
the Islamic State organization used an application working on the Twitter 
network called “Dawn of Glad Tidings.” Until not long ago, this application, 
which could be downloaded from the Google Play Store, facilitated automatic 
posts to the accounts of the organization’s supporters. Another method is 
the use of Hashtag, which is used on social networks (such as Twitter, and 
Facebook).21 ISIS uses “Hashtag Hijacking,” which is a relatively simple 
method of implanting popular words, thereby gaining the attention of 
people looking for certain content. ISIS also uses advanced technologies, 
as noted in a recent special report published by the ZeroFox Company. This 
involves taking advantage of computers by inserting malware in order to 
promote specific campaigns. ISIS also distributes computer games in order 
to recruit volunteers and supporters, while training and preparing them for 
the battlefield. One example is a trailer distributed with a computer game 
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called “Jihad Simulator,” in which the games simulate abductions, military 
vehicles’ detonation, and shooting at schools.22 The games facilitate a high 
level of communications (managing conversations through texts, network 
cameras, earphones, and microphones), and constitute a convenient way 
of maintaining an extensive recruitment and training infrastructure.23

As part of its well-financed and well-timed media activity, ISIS is initiating 
major media campaigns designed to encourage joining its ranks, including 
the issuing of threats against the U.S. and its allies in order to deter them 
from intervening in events in Iraq. One such campaign took place on July 
19, 2014, and was distributed on various media outlets under the headline “A 
Billion Muslims Support the Islamic State.” The campaign was successful in 
gaining support when messages were published all over the world following 
photographs of various sites: the Temple Mount in Jerusalem, the Eiffel 
Tower in Paris, Big Ben in London, and other landmarks in North America, 
Europe, and Asia. ISIS also sells souvenirs (shirts, key chains, toy soldiers, 
and personal items) for propaganda purposes and as an additional source 
of income. Several months ago, CNN reported that Facebook was taking 
steps to stop this, so far unsuccessfully.24

Psychological Warfare
The savage terrorist theater used by ISIS, the result of a dangerous symbiosis 
between the terrorist hungry for recognition and exposure, and the media 
in pursuit of ratings and eager for violent and riveting scripts created by 
terrorist events,25 is not a new phenomenon. It is part of a rational strategy 
aimed at delivering a message that is mainly psychological in nature. In this 
sense, the use of terrorism by ISIS and similar organizations against British 
and American civilians is “mainly symbolic and part of propaganda.”26 
Given the great cruelty and inhumanity used by the organization and its 
comprehensive use of cyberspace to distribute this content, ISIS introduces 
a new method of operation. By its nature, savagery creates an atmosphere 
of prolonged international interest and awareness. It also shapes its cruel 
image, sometimes creating the impression of being more powerful than 
it actually is.

The use of media by ISIS for terrorist purposes is substantially different 
from previous terrorist attack that won broad international media coverage, 
such as the 1979-1981 hostage crisis in Iran, the attack on the Twin Towers 
(2001) and the hostage crisis in a Moscow theater (2002).27 While the subject 
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of the use of the communications media by terrorists has been extensively 
researched28 in an attempt to understand it in the context of symbolic 
communications theory,29 ISIS does not regard the victim as “unimportant.” 
The victims (children, journalists, aid workers, and women) are very 
important, and their selection is designed to target the “soft underbelly” 
while the organization invests many resources in using kidnapped journalists 
for propaganda purposes.

A Strategic Change in the Targets of Terrorism
During 2014, ISIS made a number of strategic changes in its targets and 
modus operandi in the battle zone. In the first stage, the organization focused 
on creating infrastructure that would enable consolidation of its control 
of various areas in Syria and Iraq. The organization therefore committed 
savage terrorist acts against hostile local Sunni populations, symbols 
of the regime, and religious-based ethnic cleansing. These included the 
massacre of the Yazidi minority in the Erbil region, the Sinjar Mountains, 
and the area of the Mosul Dam. This process was accompanied mainly by 
media threats against the West, and continued until late summer 2014. A 
document was recently published by the Syrian Observatory for Human 
Rights documenting the execution of 1,429 people since last June in Syria. 
Half of the victims were civilians, and half were members of the al-Shaitat 
Shi’ite tribe in the eastern Deir a-Zor region in eastern Syria.30

The second stage began in August 2014, during the formation of the 
coalition to fight ISIS, the main significance of which was marking the 
West, particularly the U.S., as a key target for terrorist operations. As 
part of this change, ISIS brutally beheaded a number of foreigners it had 
kidnapped (Americans, British, and French), while making manipulative 
use of the media with the intention of generating horror in the West and 
the moderate Arab world. At the media level, the well-timed executions 
by an ISIS soldier of British origin dressed in black, referred to as “Jihadi 
John” was done under the heading of “A message to America,” according to 
a prepared script, using advanced photography equipment. The messages 
placed responsibility on the U.S. and Canada, with the threat that any 
intervention by Western governments would lead to attacks on innocent 
civilians. According to a November 17 report in The New York Times, at 
least 23 people from 12 countries were kidnapped by ISIS in November 
2012-January 2014, some of whom were released for ransom.31
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In the third stage, beginning in mid-September, ISIS called for attacks 
on civilians in various Western countries taking part in the coalition formed 
against the organization. This was expressed in a speech by ISIS leader Abu 
Mohammad al-Adnani al-Shami under the title: “Indeed, your Lord is ever 
watchful,” in which he called for the killing of “disbelievers” in Western 
countries.32 The calls were issued in audio recordings calling for attacks 
on Western civilians and security forces.33 The call also appeared in the 
fourth issue of Dabiq in October. Initial signs of the results of ISIS’s call 
to kill Western civilians can be seen in the thwarted plan to kill civilians 
in Australia, the shooting and vehicular attacks in Canada, the axe attack 
against policemen in Queens in New York, the laying of explosives in 
Vienna, etc.34

The main purpose of the widely publicized beheadings is twofold; on 
the one hand, it is designed to generate pressure on public opinion, mainly 
against the governments of the U.K., U.S., and France, and to differentiate 
ISIS from the other organizations by its ultra-national savagery. On the other 
hand, it is a source of attraction for potential recruits by appealing to senses 
of basic Islamic morality in the framework of a return to the fundamentals 
of early Islam and a rejection of modern Western morality. The beheading 
of journalist James Foley on August 19 was designed to deliver a threatening 
message (“a message to America”), while attributing responsibility for 
his murder to the U.S., stating that any decision or action taken against 
the Islamic State will lead to attacks on American civilians. The murder 
of journalist Steven Sotloff on September 2 was also designed to deliver 
a sharp message to the U.S. (“a second message to America”) against the 
continued aerial attacks by U.S. forces: “as long as your missiles continue to 
attack our people, our knife will continue to attack your people’s throats.”35

The beheadings are aimed at two target audiences: local and global. The 
first is not organized; it is part of the desire to wage psychological warfare 
against opponents from within. This includes propaganda videos, which are 
usually not well edited. The second and more significant audience, however, 
consists of the Western world, especially the U.S., the U.K., and Australia, 
with the purpose of gaining achievements and propaganda, terrorizing public 
opinion, and recruiting potential operatives. In September-October 2014, 
ISIS published a number of videos featuring British journalist John Cantlie 
from the battlefields in Ayn al-Arab (Kobani) designed for propaganda 
purposes, in which he announces that he will present the “manipulation 
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of the Western media,” and that “the West is being dragged into a war it 
cannot win against thousands of armed men.”36 Syrian Observatory for 
Human Rights director Rami Abdul Rahman claimed that a large number of 
soldiers were murdered by beheading, and by placing the head in a public 
place ISIS wishes to generate terror and dread.37 It should be noted that the 
phenomenon of murdering hostages by beheading is not new. Examples 
can be found, such as the execution of Daniel Pearl in 2002 by the National 
Movement for the Restoration of Pakistani Sovereignty, beheadings of 
ethnic Russians and foreigners by Chechen terrorists, and other groups, 
including Abu Sayyaf in the Philippines, Algerian groups, and the Taliban.

Summary and Insights
In recent months, the Islamic State has exhibited its mastery of social media, 
which it regards as a legitimate weapon in its war against its opponents in 
the organization’s countries of origin and against the West (the U.S., U.K., 
and Australia). ISIS uses simple content that makes its objectives and 
message very clear, with one ultimate purpose: to induce terror through the 
calculated management of savagery and the complete absence of mercy.38 
The viral campaigns featuring beheading, crucifixions, burnings, and mass 
executions distributed through the various media are conducted with 
unprecedented brutality and cruelty. Terrorism is a type of propaganda, 
and the more cruel elements it includes, the greater its effect and the bigger 
the impression it leaves. The horrifying graphic description of beheadings, 
with its focus on a lone defenseless individual, has a greater effect than 
propaganda achieved through different means, such as car bombs and 
terrorism, even if the latter’s death toll is higher.39 ISIS is exploiting the 
inherent potential of global networking and the ability to simultaneously 
operate various and diverse means of mass influence, based on computer 
games, the Internet, and social networking.40 These measures have created 
a sophisticated and well-timed online propaganda campaign.

ISIS’s propaganda machine and the use of the social and communications 
media fulfill two important functions that are very distinguishable from 
each other in their purpose, relying on a media platform that did not exist 
a decade ago. The first is psychological warfare, targeting the morale of 
the enemy’s soldiers. This is not a new strategy. Chinese general and 
philosopher Sun Tzu (Master Sun) asserted that victory is usually achieved 
by “selective, instant decapitation of military or societal targets to achieve 
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shock and awe” through the use of cruel and merciless means, such as 
beheading.41 The Blitzkrieg in WWII brought a similar concept of intimidating 
the enemy through psychological warfare by distributing leaflets from the 
air, messages from very powerful loudspeakers, etc. The second involves 
gaining support from Western Islamic groups, while unifying the Islamic 
State’s soldiers behind one goal and under one leadership through an 
appeal for a return to Islamic roots and sanctioning violence by recruits 
with no need for any further justification.

The combination of cruelty and the use of social networks by ISIS have 
been very successful so far, and are being used as a very powerful tool in 
combination with the Islamic State’s military arsenal. In an unusual step, 
the Iraqi government banned the use of social media during the fighting 
in June in order to disrupt communications between ISIS members, a ban 
that continued for 17 days. More than 20 news websites were blocked, 
including Al Arabiya.42

ISIS operates differently than al-Qaeda, which has so far refrained from 
harming innocent Muslim civilians in order to avoid losing the population’s 
support. Al-Qaeda leader Ayman al-Zawahiri advised that it was better 
to kill hostages by shooting, and to focus on attacks against the American 
and Iraqi forces. “You shouldn't be deceived by the praise of some of 
the zealous young men and their description of you as the sheikh of the 
slaughterers,” he said, adding, “we are in a battle, and more than half of 
this battle is taking place in the battlefield of the media. And this media 
battle is a race for the hearts and minds of our people.”43

In contrast, ISIS has no scruples about means; it also conducts deadly 
attacks against the local Muslim population, while implementing a 
murderous ideology in which the Islamic State’s vision is realized through 
provocations, such as pitiless attacks against strategic sites and national 
infrastructures.44 ISIS regards the use of rough violence as essential. The 
use of media, on the other hand, is also essential for effective propaganda.

The success of ISIS in adopting this strategy is reflected in a number 
of principal characteristics that distinguish its activity from that of other 
terrorist organizations and constitute criteria for the organization’s success: 
conquering large territories in Syria and Iraq within a relatively short time 
span, consolidation of its rule, and the establishment of an Islamic Caliphate. 
The organization, which was founded as a branch of al-Qaeda in Iraq, has 
spread to eastern Syria and to the north, while exploiting the weakness of 
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the Iraqi regime. It now controls a population of 10-12 million people, one 
third of Iraq’s territory, and one third of Syria, a territory almost equal in 
size to the entire U.K.

In the context of combating the organization, coalition military operations 
should be supplemented by action in other spheres. One is locating and 
disrupting the “money trail” through which the organization successfully 
operates a widespread financial system to supply its needs. This task 
requires an intelligence and global economic warfare effort in order to 
identify and neutralize the parties involved in financing the organization 
and trading with it. In addition, a supplementary political effort should 
be made, particularly with Turkey and Qatar, which in their support for 
radical Islam, ignoring the movement of volunteers to ISIS by way of 
the border between Turkey and Syria, are maintaining support in both 
camps. Finally, there should be an intelligence struggle and operations in 
cyberspace should be employed as well.

The second element involves reining in the organization’s Internet 
exposure by blocking sites and content. These are used to recruit operatives, 
generate attacks, raise money, and exert psychological warfare. Legal 
infrastructure should be created for this purpose, and agreements should 
be reached with the large Internet companies having commercial interests. 
The technological ability to take practical measures exists, but without 
assembling an international task force that will take immediate effective 
action to remove malware from the Internet, it will be difficult to cope 
with this phenomenon. This team can also take action to undermine the 
organization’s narrative through counter campaigns on the social networks: 
“fighting fire with fire.”

The third element is designed to deal with spontaneous terrorist attacks 
in Western countries. Due to the absence of hierarchies in these attacks and 
the fact that most of the attacks do not require an existing organizational 
infrastructure in the country in which the attack takes place, it will be 
necessary to devise suitable tools for dealing with the attacks. One of these 
tools would be the ability to generate a profile of potential attacks. This 
profile will be derived from a variety of sources, the chief of which will be 
an analysis of the characteristics of the Internet activity by the populations 
likely to produce attackers. It is usually possible to retrospectively find signs 
indicating a wish to carry out an attack. It is therefore necessary to assemble 
an international task force that will be able to create the methodology for 
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constructing such a profile and devise the tools to identify potential hazards 
on the basis of an analysis of regularly collected big data. The main challenge 
in this approach concerns the assembling of the characteristics in the profile, 
rather than the technological aspects of the analysis systems. The defense 
organizations in the Western countries have a common interest, and will 
therefore be able to cooperate in devising this capability, thereby pooling 
their capabilities and expediting the implementation of this concept.

The Western countries require a combined effort to cope with the 
phenomenon before it is too late. ISIS is acting systematically in cyberspace, 
and creating a successful model for itself. The West, led by the U.S., needs 
political, legal, economic, operational, and technological action. Only a 
long-term combination of these aspects can facilitate an effective struggle 
against the organization and its jihad effort in the West.           
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Commercial and Industrial Cyber 
Espionage in Israel

Shahar Argaman and Gabi Siboni 

Cyberspace is especially suited to the theft of business information and to 
espionage. The accessibility of information, along with the ability to remain 
anonymous and cover one’s tracks, allows various entities to engage in the 
theft of valuable information, an act that can cause major damage. Israel, 
rich in advanced technology and a leader in innovation-based industries 
that rely on unique intellectual property, is a prime target for cyber theft 
and commercial cyber attacks. This article examines the scope of cyber 
theft and cyber industrial espionage globally, and attempts to estimate 
how much financial damage they cause in countries around the world 
and in Israel. It seeks to raise awareness of the extent of the phenomena 
among the relevant authorities in Israel and provide recommendations on 
how to grapple with it.

Keywords: Cyber, espionage, industrial espionage, intellectual property, 
cyber crime, cyber theft, technology

“There are two types of companies: companies that have been 
breached and companies that don’t know they’ve been breached…. 
The vast majority of companies have been breached.”1 
Shawn Henry

The director of the National Security Agency, Gen. Keith Alexander, 
called cybercrime “the greatest transfer of wealth in history.” The 
price tag for intellectual property theft from U.S. companies is at least 
$250 billion a year.2
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Background
Cyberspace is a product of the accelerated pace of technological developments 
in the last few decades. Initially, communications and computerized systems 
were linked together to function as local networks. These networks were 
later linked together to form a global medium of existence and activity. 
At present, cyberspace continues to develop on numerous levels: in the 
wealth of interconnected computerized tools, in the number and variety of 
networks, in the volume of information traffic, in the level of connectivity, 
in the variety of applications, and in the degree to which economic and 
social activity depends on cyber functions.

While cyberspace brings with it much positive potential and broadens 
horizons on every level of human activity, it also entails new threats and 
in effect presents a new arena for hostile activity, from the sabotage of 
information in cyberspace to damage to the physical world through 
cyberspace functions.3 As the overall use of cyberspace increases, so too 
does the hostile activity within the arena,4 which already includes a vast 
range of threats: denial of service, destruction of websites, exposure of 
personal information for the purpose of wielding influence or instilling 
fear, various types of crime, industrial and security espionage, and damage 
to national strategic infrastructures, databases, command and control 
systems, and even weapon systems.

By its very nature, cyberspace is a medium particularly well suited to 
espionage in general and commercial and industrial espionage in particular. 
Industrial espionage among commercial rivals is hardly a new phenomenon, 
but cyberspace allows simpler access than in the past to a great deal of 
information while allowing a high level of invisibility. The damage that 
can result from commercial espionage today is of unprecedented scope 
precisely because cyberspace is optimally suited to such activity. Another 
reason cyberspace has become a key means of espionage is that state-
sponsored intelligence organizations use it in the pursuit of state-sponsored 
goals – political, security, technological, and economic – as do criminal 
outfits pursuing purely economic gain. Much information has emerged 
about cyberspace espionage between states, especially cyber skirmishes 
between the United States and China, indicating that commercial espionage 
has become a primary tool of states in general and the powerful ones in 
particular, serving as a weapon in their economic wars and pursuit of 
global dominance.



Shahar Argaman and Gabi Siboni  |  Commercial and Industrial Cyber Espionage in Israel

27

As a state rich in advanced technology, Israel is very much at risk. The 
vast amounts of information created by financial, scientific, and other 
institutions within the state are stored, moved, and managed in cyberspace, 
and are therefore accessible to a variety of attackers. In addition, the part 
played by innovation-based industries and unique intellectual property in 
the Israeli economy is highly significant. Israel is a global leader in startup 
industries, which by their very nature generate additional motivation for 
commercial espionage against Israel. Given that advanced persistent 
threats (APTs) are rarely discovered by standard security measures of 
commercial companies, Israeli companies, especially those developing 
unique knowledge, presumably constitute targets for commercial espionage 
and the theft of intellectual property, as is the case in other technologically 
advanced countries.

The purpose of this article is to examine the use of cyberspace for 
commercial espionage and theft of intellectual property. The article seeks 
to underscore the complexity in assessing the extent of these phenomena 
and the economic damage they cause. Finally, the essay seeks to analyze 
the scope of commercial espionage in Israel in order to raise awareness 
of the phenomenon in the public discourse and thereby promote action 
to curtail it and as a result contain the damage it incurs.

Cyberspace as a Medium for Commercial Espionage
While commercial espionage has existed since the dawn of history, the 
transition of much of the business world to the cyber realm has propelled 
commercial espionage to this arena as well. Indeed, cyberspace is ideally 
suited to espionage, particularly commercial espionage. It allows relatively 
anonymous activity, including convenient and safe transmission of vast 
amounts of information regardless of distance and national borders. At 
the same time, it is very difficult for the victims of espionage – be they 
commercial or government bodies – to detect its occurrence. Even if the 
victims are aware of the attack and identify the spyware used to effect it, 
it is hard for them to attribute the malicious action to a particular culprit 
and credibly establish the responsibility and identity of the attacker.

Commercial espionage in cyberspace costs very little compared to other 
means of intelligence gathering, and entails a low level of risk of exposure. 
Cyberspace espionage greatly reduces the need for agents to infiltrate the 
target, and thus intelligence entities throughout the world can amplify 
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their capabilities, in terms of intelligence gathering within cyberspace5 
and the integration of traditional forms of espionage with new capabilities 
in this sphere. As such, espionage becomes simpler for the attacker and 
more dangerous for the attacked. For example, espionage involving a mole 
working for the organization under attack becomes simpler in the cyberspace 
era: transmitting stolen information is easier and identifying its source is 
harder. Furthermore, law enforcement has a lenient approach to cybercrime, 
thus reducing the risk taken by those engaged in commercial espionage. A 
burglar caught breaking and entering a physical place of business to steal 
information will probably have to pay a much higher price than someone 
stealing the same information using a keyboard.

Commercial espionage may be defined as the unauthorized possession of 
confidential commercial information not revealed to the public at large, for 
the purpose of attaining a technological advantage or economic gain. Such 
information may include data on strategy, planning, technological innovation, 
product development processes, manufacturing and marketing processes, 
advertising campaigns, financial status, legal issues, key personnel, salary 
information, tenders and bids data, and more. Targets might include not only 
competing organizations but also academic research institutes and other 
entities possessing valuable information. Unlike information gathering from 
open sources, obtaining the information often entails criminal offenses. 
This activity is only one branch of a larger group of economic crimes, such 
as embezzlement, fraud, theft, disruption of business activity, and more. 
Commercial espionage by a state is usually intended to strengthen the 
state’s own economy, to create an economic advantage for that state or a 
sector of its economy in relation to competing sectors around the world.

The rise in the scope of commercial espionage in cyberspace reflects the 
technological, economic, and social changes that have occurred in recent 
years and the corresponding manner in which information is created, 
moved, stored, and managed in economic and scientific organizations, 
including sensitive bodies. Throughout the world, almost all commercial 
and scientific records, even the most sensitive, are digitally stored and 
accessible to computer networks. Given this pattern and given the advantages 
currently available to hi-tech attackers such as state-sponsored intelligence 
organizations or sophisticated criminal syndicates, these groups can use 
cyberspace to carry out theft of commercial and business information. 
Such thefts are on a scale that far outstrips any past commercial espionage, 
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both in terms of the importance and sensitivity of the stolen information 
to its owners and in terms of sheer quantity.

Experience has shown that only a few companies can identify hi-
tech attacks carried out by state-sponsored espionage organizations or 
sophisticated crime syndicates. Even fewer are capable of effective defense.6 
There are many examples indicating that even the most sensitive companies 
in the defense industry in the United States were relatively easy targets for 
commercial (or security) espionage through the internet by state-sponsored 
organizations, apparently out of commercial motives.7 

A report by ONCIX (the Office of the National Counterintelligence 
Executive) to the US Senate8 addressed the threat of theft of commercial 
information and key rivals carrying out such activity in the United States. 
China and Russia were described as having the highest capabilities in the 
field and being “the most aggressive collectors of US economic information 
and technology.”9 A July 2012 report to the Congress by the same agency10 
cites Congressional testimony by Director of National Intelligence (DNI) 
General James R. Clapper regarding the US intelligence community’s national 
threat assessment. Clapper testified that intelligence agencies of enemy 
nations are systematically developing methodologies and technologies 
to challenge the capabilities of the administration and private sector in 
the United States that protect national and commercial secrets.11 Indeed, 
the 2013 US threat assessment put cyber threats at the top of the list of 
threats facing the United States,12 ahead of terrorism and the proliferation 
of weapons of mass destruction.

The Complexity in Assessing the Damage of Commercial 
Espionage
Given the very nature of commercial espionage, assessment of the damage 
it causes is difficult for various reasons, including first and foremost the 
methodological problem of quantifying the scope of damage resulting 
from the loss of intellectual property and the fact that only a tiny fraction 
of all advanced espionage activity ever comes to light. In testimony before 
a US government committee, Richard Bejtlich, Chief Security Officer at 
Mandiant,13 a company specializing in incident response and computer 
forensics solutions and services for government, defense, and enterprise 
organizations, said that of the total number of sophisticated espionage attacks 
originating in China investigated by his company, only 6 percent of the attacks 
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were discovered by the targets. This indicates that a tremendous gap exists 
between the prevalence of the phenomenon and an accurate appreciation of 
the cost to the economy resulting from commercial espionage.14 Furthermore, 
sophisticated organizations engaged in commercial espionage in cyberspace 
use specific spyware that are incapable of being identified, blocked, or 
neutralized by the standard defensive tools of most commercial enterprises. 
Today, cyberspace favors the attacker by a wide margin.

Many espionage agencies use cyberspace as a key information-gathering 
arena. The capabilities developed by security agencies for this purpose 
far outstrip current defensive responses to these threats. Furthermore, 
focused, dedicated attackers also enjoy the advantage of being able to 
learn about and even obtain the defenders’ security tools,15 enabling them 
to run simulations in order to identify the conditions under which they 
will not be exposed by the very security tools the defenders are using.16 In 
addition, state-sponsored espionage is carried out by intelligence groups 
designed for this purpose, whereas effective defense requires comprehensive, 
state-sponsored activity that involves security outfits and non-security 
organizations from both the government and the private sectors – an effort 
that is, by nature, slow and cumbersome.

The FBI has estimated that for every incident of penetration into computer 
networks identified by a US company, one hundred similar incidents 
have occurred that the computer networks failed to identify.17 A report by 
Mandiant published in February 201318 stated that the goal of the Chinese 
attack formation was commercial espionage and that in that year it had 
attacked 141 Western companies, primarily in the United States. This is an 
example of commercial espionage activity carried out by a state-sponsored 
body that had been operating for years and eluding public awareness until 
the publication of the report.19 On the basis of this example, one may infer 
that other companies coming under attack by sophisticated formations 
almost always fail to identify the attack. Even on the rare occasion when 
they realize they have been attacked, the attack is not made known to the 
public and the economic and security implications are not studied in the 
overall national context.

In the few cases in which companies and other organizations realize 
they are targeted and even manage to identify the spyware installed on 
their computers, they are hard pressed to assess the scope and type of 
information that has already leaked through their networks. Failure to 
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protect the company’s or organization’s assets often means that those in 
charge of security in these outfits tend to downplay the damage caused by 
the espionage. When unknown software – that is, malware – is discovered 
on the company’s computers, the natural inclination is to remove it and 
make sure that the system continues to work. Only rarely will a company 
carry out a comprehensive forensic investigation aimed at uncovering the 
true nature of the attack and identifying the tools used to carry it out, as 
such an investigation is very costly – both in financial terms and in terms 
of the time needed to carry out a forensic investigation, during which the 
company’s computer communications are severely compromised. Even 
when a full, professional forensic investigation is successfully conducted 
and the company’s management receives a full, reliable picture of the theft 
of commercial data, often the organization will prefer not to make the theft 
publicly known or will at least seek to minimize the damage assessment, in 
the hopes of reducing the damage to the company’s reputation that would 
result from a complete description of the theft. Damage to the company’s 
reputation would, of course, endanger the company’s relationship with its 
shareholders, investors, suppliers, customers, and all other stakeholders.

Finally, there is an inherent difficulty in assessing the financial worth 
of intellectual property. Clearly it is not necessarily reflected in the value 
of the investment that went into creating it, and this is probably the most 
precise statement one can make on the subject. The value of future income 
denied to a company as the result of information theft through cyberspace 
is entirely subjective and grounds for wild speculation.

For these and other reasons, it is extremely difficult to assess the 
cumulative damage caused to an organization as a result of commercial 
espionage in cyberspace. This difficulty is  intensified when one tries 
to assess the financial damage the phenomenon causes the state, and 
thus assessments of damage to the state from commercial espionage in 
cyberspace vary wildly.

Methods of Assessing Commercial Damage
Various studies of the costs of commercial espionage have attempted to 
propose methodologies for damage assessment. The vast gaps in knowledge 
stemming from the above mentioned reasons as well as the inherent 
difficulty in closing those gaps pose an obstacle to any attempt to assess 
the scope of the phenomenon.



Shahar Argaman and Gabi Siboni  |  Commercial and Industrial Cyber Espionage in Israel

32

It is customary to divide the cost of cyberspace crime into three main 
categories:20 defense cost, such as security, compliance with standards, 
and insurance; direct cost, such as damage to functionality, repair of the 
damage, loss of work time, resolution of the breaches,  reconstruction of 
information, direct losses to the business, compensation to customers, 
fines, and legal issues; and indirect cost, such as loss of customer trust, loss 
of future business and income, or damage to the company brand.

The various approaches to damage assessment are based on surveys 
and theoretical analyses. In the studies based on surveys, sample groups of 
executives and IT specialists in commercial ventures are asked to provide 
damage assessments, from which overall assessments are extrapolated. The 
problem with this approach is the profound gap between the respondents’ 
understanding of the issue and the scope of the phenomenon in practice. 
This gap is even more pronounced given that the sample group is liable 
to be biased. Those who have suffered painful attacks tend not to share 
their experiences and are therefore likely not to participate in surveys of 
this type. Accordingly, the studies must correct for these factors, which in 
itself has a dramatic effect on understanding the scope of the phenomenon.

The theoretical approach uses a model based on calculations drawing on 
open data, hypotheses, and assessments by information security experts, 
businesspeople, economists, and law enforcement agencies. This model 
too suffers from a gap between the quality of available information and true 
data; it also relies heavily on assessments. One example of such research 
is a study of the cost of cybercrime conducted by Detica in England.21

Threat assessment and measurement are critical for understanding 
the phenomenon of theft in cyberspace and for the optimal allocation of 
resources to defend against it. Therefore it is in the best interests of both 
commercial enterprises and states to assess the damage they face from 
information theft. Gen. Keith Alexander, Commander of the US Cyber 
Command and the Director of the NSA, has claimed that US companies 
lose some $250 billion annually as a result of cyber theft of intellectual 
property.22 Citing a report published by Symantec, he said, “Symantec placed 
the cost of IP theft to the United States companies [at] $250 billion a year, 
global cybercrime at $114 billion annually ($388 billion when you factor 
in downtime).”23 A report by the Commission on the Theft of American 
Intellectual Property estimates that the damage caused by cyber theft 
exceeds $300 billion a year.24
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Countries other than the United States are also trying to assess the scope 
of the phenomenon. The Federal Office for the Protection of the Constitution 
in Germany assesses that German companies annually lose $28-71 billion 
and 30,000-70,000 jobs because of foreign economic espionage. South 
Korea has reported that the costs of economic espionage carried out by 
foreign entities in 2008 totaled $82 billion, compared to $26 billion in 2004. 
According to this report, 60 percent of the victims were small to medium-
sized companies, and half of the cases of commercial espionage could be 
traced to China. In 2007, the Japanese Ministry of Economy, Trade, and 
Industry undertook a survey among 625 exporting companies and found 
that more than 35 percent of them reported the loss of some technology, 
and that more than 60 percent of the reported incidents were linked to 
China. Official sources in Great Britain have assessed that attacks on 
computer systems, including industrial espionage and theft of commercial 
information, cost the British private sector some $34 billion a year. More 
than 40 percent of this sum stems from the theft of intellectual property, 
such as specifications, formulas, and proprietary company information.25

Table 1: Assessments of Damage Resulting from Economic Espionage 
in Select Countries 

Country Assessment of annual damage (in $ billion) 
caused by theft of commercial information 
and intellectual property

Scope of damage in 
terms of percent of 
GNP

United States 250-300 1.67-2

South Korea 82 7.3

Germany 28-71 0.8-2

Great Britain 34 1.4

At the same time, those offering the estimates did not explain how they 
had arrived at their damage assessments, probably because of the difficulty 
in estimating the direct, not to mention the indirect costs of cybercrime. 
One must also take into account that those undertaking damage assessment 
studies, particularly certain information security companies, are liable to 
have a vested interest in inflating the scope of the phenomenon.

A study published by McAfee in July 201326 attempted to address 
the complexity of assessing the cost of cybercrime. The study questions 
published cost assessments and offers lower assessments than the official 
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estimates of damage to the US economy. The study does not include definitive 
assessments of the cost of such damage, but points out, for example, that 
the upper limit of damage to the US economy claimed by one method of 
assessment is anywhere between 1/2 to 2 percent of the GNP,27 whereas 
another method of assessment places it at lower than 1 percent of the GNP.28

Commercial Espionage in Israel
As a state rich in advanced technology, Israel is particularly vulnerable to 
threats in cyberspace in general and commercial espionage in particular. 
A great deal of Israeli export relies on companies highly dependent on 
intellectual property, thereby making Israel a target for the theft of this 
sort. Furthermore, the role of industries based on innovation and unique 
intellectual property in the Israeli economy is very significant. Israel is a 
global leader in startups, which invites further motivation for commercial 
espionage against Israel. In addition, the commercial sector in Israel has little 
awareness of the risks of cyberspace espionage and prefers convenience, 
functionality and exploitation of business opportunities rather than security. 
Presumably, therefore, as in other developed countries, commercial 
enterprises in Israel – especially those developing unique knowledge – 
are targets for commercial espionage and the theft of intellectual property. 
Of the 141 companies attacked by the Chinese attack formation APT1, as 
described by Mandiant, three were Israeli.29

Israel was a world leader when it came to understanding cyberspace-
based threats to critical infrastructures, but not when it came to grasping 
cyber threats to the business world. As early as 2003, the state established 
the National Information Security Authority,30 charged with securing 
Israel’s critical infrastructures against cyberspace attacks and preventing 
the theft of state secrets. The Israeli business sector and the public at large 
did not benefit from similar attention, and currently no organization has 
the responsibility of protecting these entities against commercial espionage 
in cyberspace. As a result, Israel today lags behind many other countries 
in the world, including the United States, when it comes to protecting the 
business sector. Other countries reached the conclusion that state-sponsored 
protection of national commercial assets is a high priority and that they 
are responsible for providing the scaffolding for responding to cyberspace 
threats to the economy in general and the private sector in particular. This 
realization has led to the establishment of one or several state agencies 
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charged with leading state-sponsored defensive activity in cyberspace in 
order to strengthen overall protection in the field.31

It is hard to assess the damage caused to the Israeli economy by 
commercial espionage. There is no obligation to report the discovery of 
information-gathering tools in company computers, other than minimal 
guidelines for the population registry and regulation for special sectors, 
such as banks and bodies within the purview of the National Information 
Security Authority, and with respect to the authority overseeing security 
in the defense establishment. Furthermore, in Israel, companies are under 
no legal obligation to report the loss of sensitive business information,32 
and there is no organization charged with defending the business sector in 
cyberspace, whose job it would be to collect such information and use it in 
order to draw conclusions and strengthen overall defensive responsiveness. 
Consequently, the likelihood of identifying commercial espionage in 
cyberspace in Israel and accurately assessing its scope is very slim. This 
state of affairs presumably also accounts for the dearth of reports on theft of 
commercial information and intellectual property from Israeli companies.

Despite the difficulty of assessing the damage caused by attacks in 
cyberspace, Israeli businesses and organizations are presumably just as 
exposed to commercial theft as those of other developed nations, both 
because of Israel’s image as a global leader in the development of innovative 
knowledge and because of the lacunae in defense and protections noted 
above. Even using conservative estimates – namely, that commercial theft 
in cyberspace accounts for one percent of the GNP – the annual damage of 
such crime in Israel reaches roughly $2.5 billion. Preliminary research on 
the damage of commercial espionage in Israel, undertaken for the National 
Cyber Command by Meidata, a market research company, assesses the 
annual damage to the Israeli market from commercial espionage to be in 
the $1-3 billion range. There is no doubt that damage on this scale, which 
increases from one year to the next, requires a national response and justifies 
significant investment in the defense of companies and organizations under 
attack, which currently bear the lion’s share of the cost of commercial 
espionage.

Conclusion
The State of Israel, with its high level of security awareness, was a pioneer in 
understanding the security risk developing in cyberspace, even before any 
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damage to its critical infrastructures was actually identified. Nonetheless, 
to date the danger posed by the theft of trade secrets and intellectual 
property from commercial companies in Israel has not been recognized 
as a significant threat to the country’s stability, even after clear evidence 
has emerged proving that nations and criminal syndicates, equipped 
with the most sophisticated tools in existence, use cyberspace to commit 
commercial espionage and that this state of affairs has far reaching economic 
ramifications for commercial companies and countries.

The economic threat to commercial companies from commercial 
espionage has been defined by the head of the US intelligence community 
as a concrete threat against the United States of the highest order, ranked 
ahead of terrorism and the proliferation of WMDs. The cost of damage 
incurred from commercial espionage in cyberspace is high and on the rise, 
and it is borne primarily by the business community. According to various 
studies, the component represented by the cost of commercial espionage 
is the most dominant in the total of all types of cyberspace crime.33 Israel, 
whose economy is to a large extent driven by innovative knowledge, is also 
vulnerable to the threat of cybercrime, including commercial espionage.

It is very difficult to assess the damage incurred by commercial espionage 
in cyberspace. Therefore we see a very broad range of assessments generated 
by a variety of reports. The difficulty in assessing damage empirically and 
the extensive reliance on assessments by experts seeking to address major 
gaps in the quality of collected data constitute obstacles to all methods of 
assessing the damage caused by commercial espionage and account for 
the vast discrepancies among various damage assessments. Nonetheless, 
these assessments are necessary in order to understand the impact of 
commercial espionage, and they provide the basis for states’ comprehension 
of the phenomenon and their attempts to thwart it.

A strong methodology that would provide the tools for reliable 
assessments of the damage discussed by this essay is highly necessary. 
Development of this methodology would increase awareness of the need 
to improve protection against the threat and the ensuing damage. Toward 
this end, first and foremost it is necessary to improve the ability to gather 
reliable information about the phenomenon by means of mechanisms for 
reporting cyberspace incidents. Furthermore, it is necessary to develop 
better assessment tools that address existing gaps between reports and 
assessments surveying the number of incidents and resulting damage on 



Shahar Argaman and Gabi Siboni  |  Commercial and Industrial Cyber Espionage in Israel

37

the one hand, and reality on the other. This is an inherent gap in knowledge, 
because in most cases the attacked parties are not aware that they have 
been attacked and that information about their business has been stolen; 
they are therefore incapable, even after the fact, of linking damage to their 
business to information theft about which they knew nothing in the first 
place. In addition, improving the overall civilian responses in cyberspace 
in Israel, while also establishing an agency charged with responsibility for 
the matter, could allow for the development of a comprehensive doctrine 
for addressing commercial theft in cyberspace based on a broad view of 
national needs.

The goal of this essay is to shed light on the phenomenon of commercial 
espionage in cyberspace and the damage it causes to the Israeli economy. 
In the absence of in-depth studies of the phenomenon, its precise scope 
remains elusive, but it is reasonable to conclude that it has a significant 
impact on the Israeli economy and is steadily increasing. The response 
to the phenomenon must include a range of efforts, including but not 
limited to the following: focused research on the scope of the phenomenon 
and a breakdown by sector; improved security for the business sector; 
the development of a cyberspace security industry; and state-sponsored 
measures providing a response to commercial espionage throughout 
cyberspace, including cooperation and arrangement with other states 
suffering similarly from the phenomenon.

Commercial espionage in cyberspace demands a complex response and 
requires tremendous resources. Raising the level of awareness regarding the 
phenomenon, both in the business world and among the decision makers 
in Israel, appears to be a necessary precondition for engaging in efforts to 
reduce the damage caused by cybercrime in general and by commercial 
espionage in particular. It will then be possible to bring Israel’s defensive 
cyberspace capabilities to bear against the entire gamut of threats.
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A Multidisciplinary Analysis of Cyber 
Information Sharing

Aviram Zrahia 

The emergence of the cyber threat phenomenon is forcing organizations 
to change the way they think about security. One of these changes relates 
to organizations’ policy on sharing cyber information with outside parties. 
This means shifting away from the view of the organization as an isolated, 
compartmentalized entity towards a view of the organization as a sharing 
one. Sharing generates a complex, multifaceted challenge to technology, 
law, organizational culture and even politics. Establishing a system of 
sharing serves many parties, including regulatory bodies, governments, 
legal authorities, intelligence agencies, the manufacturers of solutions 
and services, as well as the organizations themselves, but it also arouses 
opposition among elements within the organization, and organizations 
defending the right for privacy. The purpose of this essay is to present the 
various challenges posed by cyber information sharing, expose the reader 
to its conceptual world, and present some insights and forecasts for its 
future development.

Key words: cyber, information sharing, privacy, regulation, information 
security, trust

Introduction
One of the most difficult challenges faced by organizations is confronting the 
cyber threat phenomenon. The increased use of technology in organizations 
of any kind–government, public, and private–turns them into targets of 
attacks aimed at gathering or damaging information, or suspending services. 
Attacks on commercial organizations are liable to harm the organizations’ 
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reputation, endanger physical assets and intellectual property, and cause 
serious financial damage. Attacks on governments, public bodies, and 
infrastructures may also disrupt the routines of entire nations and jeopardize 
the health and safety of their citizens. 

Over the last decade, traditional crime has crossed into cyberspace; 
the growing sophistication of cracking tools and attack vectors has led 
to the creation of a new, developed and sophisticated cyberspace crime 
economy. A similar process has also occurred in the sphere of warfare 
between nations, as many now view cyberspace as the fifth dimension of 
the modern battlefield, in addition to sea, land, air, and space.

Confronting the cyberspace threat requires an investment in human and 
technological infrastructures based on an organizational or national risk 
management policy. The quality of an organization’s information security 
system is affected by different factors, among them the ability to gather and 
analyze information on legitimate user traffic as well as attacks, regardless 
of their success. This allows one to identify vulnerabilities in the security 
system and prevent their exploitation, while identifying and responding 
to attacks and breaches quickly and effectively, thereby preventing or at 
least minimizing the damage.

Sharing organizational cyber information is the act of communicating 
information regarding an organization’s security to an external party. While 
such sharing results in gains for both parties, it does, however, create a 
complex, multifaceted challenge and represents a shift in the traditional 
information technology paradigm. The sharing model may exist within 
the same sector, across different sectors, between commercial enterprises 
and government bodies, and between different governments. The last 
two years have seen an increase in the sharing trend; regulatory and law 
enforcement bodies, both local and international, are promoting it by means 
of incentives, guidelines and legislation. Concurrently, a security solutions 
industry based on information sharing among bodies is developing rapidly.

The purpose of this essay is to present the multifaceted nature of the 
challenge posed by sharing. It begins by presenting the current state of affairs 
and related problems, followed by an analysis of the practical aspects of 
sharing implementation, including reference to the theoretical background 
of trust among bodies. The following section lists the organizational gains 
and challenges, describing the business opportunities, aspects of the law, 
regulation and privacy. The paper concludes by offering several insights. 
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Most of the examples in the essay are from the United States, where sharing 
initiatives, standardization efforts, government and intelligence agencies 
actions, and legislative processes are open and at the heart of public debate. 

From Compartmentalization to Sharing
The cyber threat is a sophisticated, complex dimension of crime and warfare 
that has developed in recent years in scope and severity. In terms of the 
scope of the threat, organizations must now defend not only their computer 
networks and information systems but also the range of endpoints available 
to users, such as smartphones and tablets, as well as infrastructure systems, 
including electricity and air conditioning. They must do so continuously 
while also making sure they can provide service anywhere, anytime, as 
expected of an organization of this era.

In terms of the severity of the threat, attacks are becoming harder to 
identify and locate, as they also include undocumented attack vectors 
that are unknown to the manufacturers of security solutions. This is true 
of zero day attacks;1 the fact that hackers share information continuously 
and in real time creates a situation in which any weak point exposed in 
the system or malware can be replicated and used as means to perpetrate 
an attack almost instantaneously, regardless of location. A recent study 
of the topic conducted by the RAND Corporation2 provides an analysis 
of the way in which cyberspace black markets are built, functioning like 
ecosystems with clear infrastructure and modules.

These developments create a paradigm shift towards joint efforts at 
fighting cybercrime, and as a result, many organizations are changing their 
approach to security; in most organizations, except for those subordinate 
to regulation and military and/or government systems, the approach to 
information security management was characterized by total separation from 
other organizations, both in terms of the technology of their information and 
security systems and in terms of sharing information about cyber events 
and security. Information about an attack or an attempted attack and the 
results of its analysis were kept within the organization, classified and 
distributed to a very limited intra-organizational list. Revealing information 
to a third party was perceived as a risk, a move liable to result in damage 
to its reputation, legal exposure and other complications.

Recently, this trend has reversed. Many organizations and authorities 
have abandoned the compartmentalization strategy3 in favor of information 
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sharing. Through sharing cyber information among organizations, the 
way hackers do on the attacking side, security measures created in a 
certain organization to deal with a particular threat can be used by other 
organizations as an inoculation or at least as information that will heighten 
their alertness to that particular threat.

The high costs incurred by organizations–in terms of time, manpower 
and technology–required to provide an effective security protection generate 
an organizational interest in sharing information and passing some of 
the costs on to a third party. A study carried out in the United States4 
analyzed the connection between sharing cyber information and the costs of 
organizational cyber security. It found that companies sharing information 
spent less on security systems to reach the same level of protection attained 
by companies that did not share information, meaning that companies can 
save on direct costs as a result of information sharing. This includes, for 
example, proactive intelligence gathering and input about weaknesses and 
expected attacks, inoculations to attacks that occurred in other organizations, 
use of professionals to help analyze security events, and more.

Another reason for the change in organizational approach to information 
sharing is the direct and indirect business value in meeting standards and 
regulations. In certain critical sectors, like finance, healthcare, energy and 
communications, even private organizations are required to allow state 
supervision. Most regulations demand information sharing between the 
organization and some oversight body when it comes to cyber events or 
attempted attacks. In addition to the obligations, the regulations may 
have direct and indirect value: a financial organization subject to the 
Basel III regulation5–a standard relating to financial institutions requiring 
transparency on security events vis-à-vis the regulatory body–enjoys the 
direct benefit of improved capital allocation for the credit it extends, creating 
a greater profit margin. An example of indirect benefit may be found in 
an organization providing services that can make a bid on a government 
tender that requires bidders to meet the ISO-27032 standard,6 which also 
entails information sharing.

Technological Principles in Information Sharing
Secure information sharing among organizations is, in many ways, a 
technological and operational challenge, from goal and policy articulation 
to implementation and use. The methods required to meet the challenge 
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must balance many different components: the ability to support a very 
large range of organizations and easily add them to the sharing endeavor 
(scalability); the ability to make use of information after establishing 
correlation and analyzing it in close to real time so as to produce maximal 
benefit (usability); and a system of controls to ensure the existence of the 
“CIA” principles: confidentiality, integrity, availability.7 The steps towards 
constructing a system of sharing must include, among other things, goal 
articulation and participant definition, the privileges and obligations of the 
participating organizations, technological architecture, trust and oversight 
model, and work processes.

Information sharing among different entities requires the creation of a 
system of trust in order to ensure that the information is correct, complete, 
beneficial and useful. Trust is the basis for all the practical models and 
examples discussed in this essay. When it comes to trust, the sphere of 
discussion and solutions ranges from a product’s components such as a 
computer, through the incorporation of various products into a system, 
to the trust between different systems in different organizations, such 
as, for example, internet commerce. Standards institutions, such as the 
Trusted Computing Group,8 deal with many aspects of the topic, but cyber 
information sharing is a challenge for which the existing models have not 
yet provided a complete answer, hence the need for separate debate and 
the establishment of standards on this point precisely.

When building infrastructure for information sharing, there are 
three possible models.9 The first is the “hub and spoke” model in which 
a central site receives information from the end organizations, fuses it to 
accommodate different needs and then disseminates it.10 The hub serves 
as a clearance center protecting privacy and the intellectual property of 
all the participating organizations; its use is made possible in part by the 
accelerated technological development in the field of big data. This allows 
the processing and analysis of tremendous amounts of information and 
is a basic building block in constructing the ability to fuse information 
from different sources. The drawbacks of this model are primarily the 
consequences from its centralization: the challenge of size, dependence 
on a central site, delays in processing and disseminating the information.

The second model is the post-to-all architecture in which information is 
directly distributed among the participating organizations. Since the data 
distributed is raw, this model requires infrastructure for analysis in every 
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organization. The third model incorporates aspects of the first and second, 
striving to take advantage of the relative strengths of each. However, it is 
relatively complex and expensive to implement.

Technologically speaking, realizing the goal of sharing must take into 
account protecting an organization’s assets and privacy in two ways: first, 
control of the information being shared based on the participants’ goals, 
and a standardized agreed-upon format. Some of the definitions are meant 
to conceal the true sources of the information–as in the field of intelligence 
gathering– so that unnecessary details do not leak outside the organization. 
The second way entails limiting access to the information, and includes 
control of its distribution, where it is sent and who sees it, and must be 
based on a standardized sharing protocol.

Another fundamental choice that must be made is between the automated 
sharing model and the manual sharing model. Manual sharing means that an 
authorized party within the organization with access to the sharing system 
sends and receives information, and controls access to the information. 
The manual model has a prominent drawback: the human factor creates 
a bottleneck, especially when the organization is under attack. Other 
drawbacks include human error and difficulty of managing constant updates. 

Automated sharing forces one to decide on a uniform, normalized format, 
a system of sensors in the organization that will gather and disseminate 
information, a monitoring system for local reception of warnings, and 
meticulous realization of controls designed to prevent unwanted distribution 
of sensitive information. This method overcomes the limitations of manual 
sharing, but it requires organizations to confront attack scenarios in which 
the automated sharing system is exposed, such as database poisoning.11

Some cyber information sharing standardization activities are already 
taking place. The most advanced, which has also been adopted by the US 
Department of Defense, involves a format called the Structured Threat 
Information eXpression (STIX™).12 This format defines the structure of a 
database in which information relating to a user and/or traffic is proactively 
sent from the organization to an external entity or from an external entity 
to the organization while containing a range of structured details about a 
security event. Another relevant standardization for automating sharing 
is called Trust Automated eXchange of Indicator Information (TAXII™),13 
and it contains the structure of messages and network protocols supporting 
the transmission of STIX-type messages among different entities. There 
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are several other peripheral protocols under a wider architecture called 
Cyber Observable Expression (CyBOX),14 supported by the US Department 
of Defense as part of the effort to automate sharing.

It seems that most theoretical models suggested by academics15 and the 
practical models suggested by various research institutions16 are based on 
automated realization, trust, and a “hub and spoke” sharing architecture. The 
standardization efforts referred to above suit the spirit of the academic and 
practical models, so that it seems that, technologically, there is a consensus 
over the right way to construct such a system. And, indeed, significant 
parties, such as the US Department of Defense, are working to advance 
projects based on this outline.17 Nonetheless, the road to realizing effective 
information sharing remains long because of the multiple technological, 
commercial, operational, legal, and (some would claim) moral challenges 
faced by the sharing initiative members.

Benefits and Risks in Information Sharing
The value of sharing differs depending on the interests of the parties 
involved. In the case of commercial enterprises, sharing allows a heightened 
level of security and a reduction in response time in case of an attack, or 
inoculation against a possible attack in the future by means of receiving 
warnings and help in identifying, analyzing and confronting attacks. An 
experiment carried out by a South Korean research team supports this 
assessment.18 Sharing also facilitates a reduction in the cost of security 
thanks to at least partial outsourcing of the analysis and response to a third 
party. Furthermore, the organization can benefit from regulatory relief as 
the result of increased transparency and meeting reporting obligations 
and other conditions.

In the case of the vendors and solutions and services providers, this 
is a new, technologically-oriented market segment with great growth 
potential that can distinguish them by creating sustainable, competitive 
advantages. One of the primary services this sector can offer is identification 
of possible attack patterns and the distribution of inoculations and warnings 
to organizations on the basis of fusing information about attacks and 
attackers gathered from the organizations themselves.

In the case of governments, it is in the interest of regulatory bodies 
and government and intelligence agencies to encourage sharing because 
they increase the organizations’ transparency, receive a broad situation 
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assessment of the availability of services and credibility of the information, 
undertake analysis across different networks and organizations to identify 
patterns of attacks that have taken place or might take place, and allow for 
the possibility of a rapid response while disseminating the information to 
other organizations for the purpose of inoculating them. A state-sponsored 
body has the ability to construct and maintain a high level of technological 
capability for its personnel, and to cooperate with organizations in terms 
of human and technological resources. Sharing is an obvious national 
interest, allowing the government to fight the national cyberwar and strike 
at cybercrime in the most effective way possible as well as control the 
availability of critical national, public and private infrastructures. An 
example of the realization of regulation with a similar orientation in a 
different field may be found in regulations on the emission of industrial 
pollutants, which in some countries require industries, continuously and 
online, to monitor and report data on air quality in chimneys and other 
sources of pollution.19

Despite the advantages listed above, there are several risks directly related 
to cyber information sharing among organizations. An analysis of these risks 
must occur in the setting of an organizational risk management strategy 
and include the probability of every risk, its effects, the controls required to 
keep it in check, and the ways to reduce it. For example, the way to reduce 
the risk of legal exposure to lawsuits for revealing personal or commercial 
information is by means of laws and guidelines providing legal protection 
by the government or regulatory body. Another example is the risk of loss 
of organizational information assets as the result of uncontrolled sharing. 
That risk can be reduced by using a built-in, standardized sharing format 
that does not include sensitive information, as well as other checks such 
as instructions, regulations or legislation that will force the organization 
to remove personal or commercial data from the information meant to be 
shared before sending it.

Business Opportunities
The development of cyberspace threats and changes in organizational 
attitudes towards sharing are a business opportunity for the manufacturers 
of technological solutions, integration companies and service providers 
that can leverage their base of products, knowledge and services to create 
added value in the context of the sharing challenge.
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One example relates to the challenges posed by innovative attack 
technologies, such as the Advanced Persistent Threat (known as APT),20 
or taking advantage of undetected or untreated security breaches. Both 
of these attack mechanisms reduce the effectiveness of the traditional 
security measures21 but can, to a certain extent, be addressed by an inter-
organizational security sharing service. Such sharing could facilitate the 
identification of an anomaly in the cloud and comparison with organizational 
events not only with regard to its conduct within the organization but also 
to that within similar organizations, thus enhancing the identification 
mechanism and reducing the risk that harmless traffic will accidentally be 
identified as malicious (known as “false positive”). In addition, after the 
identification of an attack or attacker in a given organization, the components 
or the inoculation can be distributed to other organizations and thereby 
prevent similar attacks.

Several security systems manufacturers provide solutions to cyber 
information sharing based on a decentralized infrastructure of information 
gathering, using a system of probes, which may at times also serve as 
honeypot traps for attackers. These are installed in organizations and end 
clients or at central internet nodes belonging to the manufacturer. This 
infrastructure gathers information on attacks and attackers in real time, 
in cross-referencing geographical location and attack, and distributes it as 
a service to the organizations involved in sharing. The system serves as 
a share-based database on attackers and/or attacks in the cloud and may 
sometimes include a component that filters and blocks potential attacks 
on the basis of the information being dynamically updated.

In the case of cloud-based communications and storage service providers, 
sharing is an opportunity to reduce the rate of client dropout by means 
of providing the added value of another layer of protection.22 The nature 
of a shared cloud allows the provider to improve the security policy for 
all the other hosted organizations in order to prevent its recurrence after 
identifying and stopping an attack in one organization.

Another business opportunity directly related to sharing initiatives is the 
construction of a solution for gathering, analyzing and distributing cyber 
information at the national or market sector levels. Several integration 
companies in the world have a comprehensive solution for creating a 
situation assessment, analyzing events, distributing inoculations, training 
simulators, and other components, at the scale of military and large 
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public systems. Moreover, there are solution manufacturers in the field of 
monitoring and in-depth analysis of traffic (deep packet inspection), allowing 
telecommunication service providers to selectively share information 
with the legal authorities so that the latter may listen in on telephone 
and internet networks for the sake of identifying threats. Some of these 
companies also provide the solution component responsible for information 
analysis based on smart logic, containing analysis of a tremendous amount 
of information gathered from various sources, study of anomalies, and 
correlations among the events.

One may assume that the wave of technological innovation in the 
world of security solutions will continue because of the need to adapt 
security systems to existing and emerging cyber threats. Furthermore, one 
may assume that the idea of sharing–taking on greater prominence in the 
security policies of key organizations–will continue to present business 
opportunities to commercial entities operating in the field.

Regulation and Privacy
There are fields in which the regulatory body and/or the law already require 
sharing information about cyber threats and cyber events, and it would 
seem that this trend is on the rise given governments’ need to establish a 
national security system to fight cybercrime and maintain transparency 
regarding cyber-related events in public companies and strategic market 
sectors, such as communications, finance and healthcare. Moreover, various 
regulators, such as Basel III and ISO-27032, encourage sharing information 
between organizations and the authorities, both by means of guidelines 
and by offering economic benefits and relief to participating organizations. 
A paper analyzing the trade-off in financial institutions between investing 
in information security and sharing cyber information23 concluded that the 
benefits of sharing among organizations increase in correlation with their 
interdependency, and the more sharing there is among such institutions 
the smaller their investment in information security. In many market 
segments (such as finances and telecommunications) the links between 
the organizations are critical to their everyday functioning, and an attack 
on one organization could propagate and damage the functioning of other 
organizations in the same sector. Examples are financial transactions between 
different banks and phone calls between different service providers.
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Similar organizations also share similar challenges, some of which may 
be unique to their sector. For example, healthcare organizations share the 
unique challenge of confronting cyber attacks aimed at medical equipment. 
Cooperation among such organizations on the gathering of intelligence or 
hardening procedure for such equipment will save on the investment each 
of the organizations has to make on its own.

Several nations have iterated their intention to establish systems for 
gathering cyber information, including the incorporation of government 
bodies and private/public bodies of national importance.24 The essence of this 
move is to create a comprehensive cyber situation assessment, providing the 
ability to respond to attacks with highly trained personnel, and immediately 
disseminate inoculations or information about the attack to all subordinate 
organizations. As noted, the technological base for creating such a system 
may require legislation, and requires cyber information sharing among 
organizations and the establishment of a center for fusing information and 
applying defense mechanisms to secure organizational assets and privacy. 
The British government has established a sharing initiative called the Cyber 
Security Information Sharing Partnership (CISP) as part of its national 
program for coping with cyberspace challenges.25 The partnership already 
includes more than 250 key organizations as well as the legal authorities, 
and its purpose is to improve the ability to cope with cybercrime and 
cyberterrorism. Since the beginning of the 21st century, the United States 
has instituted sharing initiatives named Information Sharing and Analysis 
Centers (ISAC) in sectors such as healthcare, finance and more. Most of 
these initiatives are owned and financed by the participating organizations, 
but recently they have benefitted from technological and even financial 
support from the US Department of Defense, thus acknowledging the 
government’s interest. Examples of involvement include providing access 
to the United States Computer Emergency Readiness Team (US-CERT)26 and 
establishing a master initiative designed to unite all the inter-organizational 
information in the United States into a single system.27

It is obvious that fighting cybercrime and cyberterrorism, which by 
their very nature cross geographical and political borders, can succeed 
only through technological and legal cooperation among nations. One 
such initiative is the program for research cooperation in the field of 
cyberspace initiated by NATO and the EU.28 Another initiative is the 
sharing infrastructure being built at NATO, in which the information 
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will be automated on the basis of STIX in order to allow sharing among 
various organizations in NATO member nations.29 Legally, the Convention 
on Cybercrime (also known as the Budapest Convention) was formulated 
and signed with an eye to coordinate the various legislative systems of the 
EU member nations, improve joint investigative methods, and increase 
cooperation in dealing with computer crime.

A paper surveying international cooperation in protecting critical 
infrastructures against cyberattacks30 reinforces the hypothesis that the 
chances of an information sharing system succeeding increase if the 
participating entities have similar interests and cultural and political 
outlooks. Information sharing among different entities is naturally 
challenging in terms of maintaining secrecy because it requires a definition 
of the limits on sharing and controls that can distinguish between private 
or intra-organizational information and information that may be shared.

Over the years, governments have received tacit cooperation, which is 
sometimes enforced through legislation, from infrastructure and service 
providers, as well as application vendors, both for the purpose of national 
security and for the purpose of fighting cybercrime. This phenomenon 
received much attention recently, especially after The Guardian revealed, 
on the basis of Edward Snowden’s leaks, the US National Security Agency 
surveillance of computer traffic of leading US companies in the context of 
its PRISM program.31 The newspaper also revealed that the NSA-equivalent 
British intelligence organization GCHQ, monitors the internet traffic on 
Britain’s fiber optic network,32 and that MI5, Britain’s security service 
agency, intends to deploy technological measures to enable filtering key 
words and specific data in all information traffic in the country.33

The exposure of the surveillance programs in the United States raised 
the issue of privacy and limiting the power of the government as well as 
the possibility of imposing legal sanctions against the parties that share 
their information. So far, the United States Supreme Court has rejected 
lawsuits against local telecom giants and confirmed the legality of submitting 
information regarding Internet and telephone use to legal and intelligence 
agencies.34 Still, the possibility of lawsuits against an organization that 
shares information is an obstacle to sharing that the government would 
like to remove.

Since the end of 2011, legislation on cyber information sharing has been 
advanced.35 The purpose of the proposed law is to allow private and public 
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companies, in the context of cyberwar, to share information in real time 
with the government, law enforcement and intelligence agencies without 
risking lawsuits for violating secrecy or privacy. The bill passed in the 
House of Representatives, went through a round of adjustments in the 
Intelligence Affairs Committee,36 and is still in the process of legislation in 
the Senate. Its opponents claim that it violates the Fourth Amendment to the 
Constitution,37 which defines parameters for search and seizure of citizens’ 
personal information, such as warrants or reasonable grounds. According to 
opponents of the bill, the new legislation would allow intelligence agencies 
to receive personal or commercial information from infrastructure and 
content providers without the checks delineated in the Fourth Amendment. 
Groups dealing with the problems inherent in the bill38 are trying to enlist 
public support to oppose and prevent it from becoming a law, by running 
a campaign in the social media and on the internet in the United States.

The tension between supporters and opponents of cyber information 
sharing legislation is not unique to this area, but touches on the entire 
issue of privacy in the interface between the state and its citizens and the 
involvement of Big Brother. An example of a similar conflict may be found 
in the Smart City initiative in Britain, which includes covering cities with 
cameras and face recognition software.

Concluding Insights
Trends in the contemporary development of the cyber threat phenomenon 
include using attack methodologies focused on specific targets rather than 
being randomized, crossing geographical and legal borders, taking advantage 
of unidentified vulnerabilities, and using bits of malicious, modular code 
in cyberspace. The attackers maintain a flourishing, structured community 
with internal order and a supporting system of financing, allowing easy 
and rapid sharing of attack information. It seems that the realization of 
the community model on the defensive side and transitioning from a 
paradigm of isolated organizations to an information sharing initiative 
will lead to better results. In a broader view, one of the most significant 
resources coming into being in the 21st century is the wisdom of crowds. 
One can see examples of crowdsourcing in many fields and, in this sense, 
cyberspace is no exception.

The transition to models of sharing is supported by the congruence of 
interests of most of the market forces involved, including regulatory bodies, 
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governments, law and intelligence agencies, solution manufacturers and 
service providers, and even the organizations themselves. The value of 
sharing with external elements is, among other things, a product of the 
isolated organization’s inability to fight its cyberwars on its own. Sharing 
contributes not only to significantly strengthening the security system 
and its survivability, but also to the organization’s business success as it 
saves on investment, is granted preferential treatment by the regulatory 
bodies, and more.

The architecture of the solution and developing standards will, in the 
future, make it possible to create a technological structure connecting 
organizations while keeping their assets separate. They will also support 
links among separate sharing systems that can connect one another into 
a hierarchic structure of information, such as sharing within a market 
segment that will interface into cooperation at the national level.

Some of the success of the entire standardization process depends on 
support from the market forces. In this case, it seems that elements in the 
US administration, especially the Department of Defense, are determined 
to promote the process. Nonetheless, we still don’t see effective large-
scale information sharing because of the many challenges, not necessarily 
technological, and at times because of the conservative approach of 
organizational decision makers.

As the field comes of age, we may first expect to see sharing among 
similar organizations in the same sector and, later on, the implementation of 
information sharing on a larger scale. Shared interests, similar organizational 
cultures, and inter-organizational dependencies increase the chances of 
success of the initiative and reduce its risks.

Two of the prominent obstacles to sharing are the organizations’ 
concern that if systems are linked, sensitive internal information may 
be exposed to the competition, and that they may receive incorrect cyber 
information because of the poisoning of a shared database, which might 
damage service provision. One can significantly reduce the risks inherent 
in both by technological means and standardized processes and protocols 
implemented both on premise and in the central sharing entity.

The greater challenge is faced by organizations whose business is 
essentially linked to cyberspace, such as security solutions, software 
products and services manufacturers, and the large project and integration 
bodies in the field. The question remains: is it possible to formulate a 
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worthwhile working model among these manufacturers so that they will 
share cyber information, even though security and cyberspace are part of 
the field in which they compete? Such a model must include both elements 
of competition and of cooperation (coopetition) in a way that would provide 
advantages to each of the partners over time.

The disagreement between supporters and opponents of information 
sharing will continue. Given that, and given all the aspects of the topic 
discussed in this essay, the question that must be asked is this: is there 
a different paradigm in the world of information technology that would 
allow dealing with current and future cyber challenges without the need 
for sharing, or is there no choice but to join forces in the battle and rapidly 
adopt uniform standards for a sharing infrastructure? Either way, such an 
infrastructure must maintain a balance between individual rights and the 
state’s ability to defend its infrastructures, assets and citizens.
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Developments in Iranian Cyber Warfare 
2013-2014

Gabi Siboni and Sami Kronenfeld

In the course of 2013, Iran became one of the key players in the international 
cyber warfare theater. This development is a result of both defensive and 
offensive cyber force buildup processes and a measured relaxation of 
restraints on the part of Iranian decision makers with respect to offensive 
activity in cyberspace. Indeed, the Iranian activity points to major qualitative 
advances in Iran’s technological and operational cyber capabilities. This 
article examines the activity and progress in Iran’s cyber defense system, 
and the regime’s use of this capability to restrain internal opposition. In 
addition, it looks at the offensive dimension, particularly cyber-attacks 
traced to Iranian agencies, agents, and allies.

Keywords: cyber, Iran, cyber security, cyber defense, networks isolation

Introduction
In an interview to the Atlantic Council, an American research institute, a 
senior source in the CrowdStrike Cyber Security Company rated Iran as 
a “third tier” country in regards to its cyberspace capabilities, stating that 
its cyber warfare capabilities were substantially inferior to those of “first 
tier” countries, such as the US, Russia, and the UK, as well as “second tier” 
countries such as China. This conception is in line with many Western 
intelligence specialists and administration officials. Iran is perceived 
as capable of harassing Western security systems and damaging “soft” 
targets, while lacking the knowledge and means to execute strategic cyber-
attacks.1 Nevertheless, during 2013, Iran became one of the key players in 
the international cyber warfare theater. It appears that this development is 
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a result of a combination of a measured relaxation of restraints on the part 
of Iranian decision makers with respect to offensive activity in cyberspace, 
and a major qualitative advance in the Iranian cyber warfare apparatus, 
which has surprised many Western experts in the extent of its activity, its 
professional sophistication, and its ambitious selection of targets.

Events such as the Stuxnet attack, severely damaging Iran’s centrifuges, 
and the widespread protest that accompanied the 2009 elections in Iran – in 
which social networks and the internet played a major role in organizing 
protests and escalating events – have turned cyberspace into an important 
theater for the Iranian regime. These events and other cyber-attacks against 
Iran have led the regime to establish a ramified cyber apparatus, including 
operational frameworks with a command structure and professional 
echelon specializing in a variety of areas. Iran has invested over $1 billion in 
developing technologies, setting up infrastructure, and training defensive and 
offensive personnel.2 Iranian cyber strategy is devised and overseen at the 
highest levels, among them the President, commander of the Revolutionary 
Guards, and senior ministers serving on the Iranian Supreme Cyberspace 
Council – the senior agency coordinating the country’s cyber activity.3

This article seeks to present an up-to-date analysis of Iranian activity 
in cyberspace. The article is divided into two parts; the first examines 
Iran’s cyber defense system’s progress and activity, and the use of these 
capabilities to restrain its internal opposition. The second examines the 
offensive dimension, mainly through cyber-attacks traced to Iranian agencies, 
agents, and allies. Concluding insights are provided at the end of the article.

The Defensive Concept
Iran is aiming to create a multi-level defense system combining security, 
monitoring, and supervising technologies with physical enforcement 
mechanisms for the aggressive pursuit of operatives operating against 
the regime in cyberspace. To this extent, Iran is taking action through 
three main channels: first, it is creating a protective envelope against 
attacks on its essential infrastructure and sensitive information, such as 
the Stuxnet attack that damaged its uranium enrichment program. Second, 
it is striving to neutralize cyber activity executed by opposition groups and 
opponents of the regime, for whom cyberspace constitutes a key platform 
for communications, information distribution, and organized actions against 
the regime. Third, it aims to prevent harmful Western content and ideas 
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from infiltrating Iran’s internal cyberspace – ideas that could contribute to 
the development of a “soft revolution,” undermining the regime’s stability.

The targets and operational principles of the Iranian cyber defense 
apparatus, dictated by Iran’s Supreme Council of Cyberspace, are 
implemented by central government agencies, such as the Passive 
Defensive Organization (belonging to the army), the Supreme Council 
of the Cultural Revolution (subject to the Supreme Leader), the Iranian 
Police, and Ministry of Communications.4 Some of the technological and 
organizational infrastructure established by Iran has matured during the past 
year into operational agencies significantly contributing to strengthening 
Iranian defensive operations in cyberspace.

The Networks Isolation Project – Disengagement from the World
The Networks Isolation Program is one of the Iranian regime’s main strategies 
in cyberspace. The project began materializing as early as 2009, when Iran’s 
objective was to transfer the cyber activity in the country to an internal 
communications network, dubbed Halal Internet, isolated from the World 
Wide Web. The Iranian network was designed to operate in the spirit of 
the Shiite Muslim norms encouraged by the regime, and to enable the 
government to completely control and supervise the network’s content, 
information, and users. From the regime’s perspective, the establishment 
of an intranet network and the separation of Iranian cyberspace from global 
cyberspace is a key measure in strengthening its defense against cyber-attacks 
and espionage, preventing penetration by Western elements that do not 
coincide with those of the regime, and neutralizing its internal opposition.5

The first evidence of the Iranian network’s operation was discovered in 
October 2012, when American cyber researchers, in cooperation with Iranian 
sources, noticed that Iranian Internet providers have begun allocating two 
IP addresses to every computer connected to the Internet – an ordinary 
internet address and an internal Iranian address, which could be accessed 
only from inside the country. The researchers estimated that the internal 
Iranian network was capable of managing 17 million IP addresses and that 
more than 10,000 home, commercial, and government computers were 
connected to it during 2012. In 2013, Halal Internet began to accumulate 
content (censored and supervised, of course), with a strong emphasis on 
development of local versions of popular internet services, such as e-mail, 
social networks, video and audio communications, map websites, and 
video websites.6
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In July 2013, the Iranian regime inaugurated an e-mail service, @post.ir, 
requiring civilians to register and designed to constitute the main channel 
of communication between private citizens and the various governmental 
agencies. This service, which supports Farsi, English, French, and Arabic, 
is capable of providing e-mail addresses to about 100 million users. Each 
user is allocated a 50-megabyte mailbox, which can be expanded to up to 
two gigabytes. Opening the mailbox requires a person to give his name and 
address, and it appears that the email addresses provided are not encrypted 
– therefore enabling the regime to closely supervise the users and traffic 
in these addresses.7 In December 2012, the Iranian State Broadcasting 
Authority launched a YouTube-like website under the name of “Mehr,” 
displaying supervised content and enabling surfers to upload their own 
content under strict censorship rules.8 The Iranian authorities also banned 
the use of foreign Information Security software, as they developed a local 
anti-virus system called “Padvish.” According to Iranian sources, this 
system can protect networks and prevent malware penetration.9

In order to increase the number of Halal Internet and Iranian Internet 
services’ users, the regime expanded its use of technological and legislative 
measures restricting Iranian citizens’ possibilities for accessing the World 
Wide Web. The Iranian authorities blocked the use of Voice-over-IP software, 
such as Skype and Google Talk. Use of many VPN and TOR networks as 
well as filtering evasion software, important tools in bypassing government 
supervision and censorship of cyberspace, was also banned.10 In addition, 
the Iranian cyber authorities began to deliberately slow external websites 
and Internet services (mainly services by Google, which are very popular 
in Iran), at times reaching 6 percent of the ordinary speed. The authorities 
are also carrying out websites and services migrating blocks, and are greatly 
restricting traffic on the encrypted Internet. These actions pose technical, 
legal, and psychological difficulties for Iranian citizens seeking to surf the 
World Wide Web, and are, in effect, forcing them to use the supervised 
and censored Halal Internet.11

Development of Defense and Supervision Technologies
As a supplementary measure to isolating the networks, Iran is investing 
in the development of its own cyber technologies and defense tools in 
order to reduce its dependence on foreign products that may prove to be 
Trojan Horses. A well-publicized ceremony attended by senior Iranian 
defense officials, including Minister of Defense General Hossein Dehqan 
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and Civil Defense Unit Commander Gholam Reza Jalali in December 2013 
unveiled 12 technological developments by Iranian industry, including a 
secure cellular telephone designed to provide users with a communication 
line impenetrable by electronic surveillance, a secure operating system 
designed to eliminate Iranian dependence on American operating systems, 
a GPS device, an optical communications system, software and systems 
against malware and a firewall. A system for identifying a cyber-attack, 
and equipment for information security centers were also unveiled at the 
conference.12 Furthermore, the Iranian news agency ISNA reported that 
Iran had begun using a national cyber protection system called “Shahpad.” 
According to Mohammed Naderi, head of the project, the system facilitates 
fusing information from a variety of user stations and sensors, and generates 
an overall nationwide cybernetic picture. In case of an attack, Shahpad 
immediately informs the data security centers in the country, enabling 
them to respond quickly, and to take action to block the attack.13 

Iran is not relying solely on local development in order to reinforce 
its cyber security capability. In September 2012, it signed an extensive 
technology cooperation agreement with North Korea including information 
technology. According to experts, it is very likely that the two countries 
that have both been targets of cyber-attacks, and both regard this field as 
strategically important, will combine forces under this agreement to develop 
information security, monitoring, and even offensive technologies.14

Iran is also cooperating with China in the cyber field, and previously 
purchased a surveillance system from a Chinese company named ZTE 
Corp., making it possible to monitor voice communications, text messages, 
and Internet browsing.15 Cooperation with these and other countries, such 
as Russia, is of great assistance in strengthening Iran’s cyber defense and 
ability to conduct surveillance of the Internet and its own citizens’ usage.

Strengthening Defensive Deployments
Beyond the technological aspects, Iran is placing special emphasis on 
reinforcing various state agencies’ ability to face and thwart cyber-attacks. 
The Iranian cyber apparatus had conducted a number of comprehensive cyber 
defense drills training civilian and military units. In addition, a cyber-war 
exercise was conducted as part of naval maneuvers by the Revolutionary 
Guards in the Strait of Hormuz in December 2012. As part of this exercise, a 
cyber-attack was launched against the fleet’s computer network in order to 
retrieve information and insert malware. The commanders of the exercise 
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declared that the attack had been detected and foiled by the fleet’s cyber 
defense system.16

In February 2013, the Iranian Fars News Agency, which is close to the 
regime, reported a comprehensive drill by the Revolutionary Guards’ 
ground forces, examining and assessing the organization’s cyber defense 
systems.17 Another drill took place in October 2013 as part of the Passive 
Defense Organization’s general defense maneuvers. As part of this drill, 
key government agencies’ cyber defense apparatuses were examined, 
including nuclear installations, the Tehran metro subway network, the 
Iranian Broadcasting Authority, ports, the Iranian Central Bank, and the 
cellular communications’ providers. According to the Passive Defense 
Organization commander, many security breaches in these organizations’ 
cyber defense systems were found and managed. Following the drill, it was 
decided to establish a cyber-defense center at the Natanz nuclear facility.18

Restraining Regime Opponents 
Iran is supplementing the technological measures it is taking in order to 
protect its cyberspace with aggressive physical enforcement action against 
its opponents at home, who use cyberspace extensively for subversive 
purposes. A key player in the Iranian regime’s efforts to control its cyberspace 
is FATA, the Cyber Police, founded in 2011 under the command of the 
Iranian Police. Over the past year, FATA has become more aggressive in its 
efforts to enforce censorship restrictions and prevent subversive activity in 
cyberspace. The agency is engaged in locating and apprehending bloggers, 
online journalists, and opposition members supporting and voicing ideas 
and views that run contrary to the regime’s positions.

The intense aggression against the regime’s opponents exhibited by the 
Iranian Cyber Police gained global attention in November 2012, following 
reports of the death of Iranian blogger Sattar Beheshti in a prison near 
Tehran. Beheshti, who was arrested by FATA after he published a blog 
voicing criticism of the Iranian legal system (which he called “Khamenei’s 
Slaughterhouse”), died as a result of torture and severe beating by the 
Cyber Police.19 Reports of his death aroused a wave of criticism both within 
and outside Iran. As a result, the European Union imposed sanctions 
on FATA and other parties involved in his death, including judges and 
officials responsible for censorship in Iran.20 International pressure led to 
the dismissal of the Cyber Police commander in Tehran,21 but according to 



Gabi Siboni and Sami Kronenfeld  |  Developments in Iranian Cyber Warfare 2013-2014

67

international human rights organizations, FATA is persisting in its strategy 
of widespread arrests and aggressive action to locate and punish Iranians 
expressing opposition to the regime on social networks and in blogs.22 In 
recent months, the Iranian Cyber Police tightened its supervision of the 
popular Internet Cafes, closing dozens for violating the state’s stringent 
registration laws and restrictions.23

The regime’s supervision and enforcement became particularly intensive 
and thorough in the months leading up to the presidential elections on 
June 14, 2013. Two days prior to the elections, Google reported that it 
had detected and thwarted a phishing attack launched by parties inside 
Iran aimed at tens of thousands of e-mail accounts belonging to Iranian 
citizens. The attack included sending an e-mail disguised as a maintenance 
message from the Gmail system asking the user to type in his e-mail user 
name and password. The information typed was then transferred directly 
to the attackers, providing them with untrammeled access to the user’s 
e-mailboxes.24 An analysis of the attack raised the suspicion that the attackers 
were the same Iranians who attacked the Dutch DigiNotar company’s 
servers in 2011.25 The attackers’ targets were unclear, though it appears 
there is a close connection between the attack and the election campaign, 
and that the attackers wanted to enable the Iranian authorities to collect 
information about the actions and opinions of Iranian citizens, and to 
take action against “problematic” elements.26 In addition, in the weeks 
leading up to the elections, a broad cyber-attack took place against Iranian 
opposition and communications websites. A group of hackers calling itself 
“The Unknown Cyber Jihad,” and, claiming affiliation to Hizbollah, broke 
into a number of Iranian opposition websites and replaced their content 
with a message aimed against the regime’s opponents. Key opposition 
websites, such as the Communist Movement in Iran, the Green Movement, 
and human rights websites, were blocked by the regime for many hours, 
and dozens of online activists and journalists were arrested and imprisoned 
by the Iranian security forces.27

Following the events that accompanied Ahmadinejad’s re-election in 
2009, Iranian activity against the opposition and opponents of the regime 
has developed and become more advanced. At the time, the opposition 
used cyberspace with relative ease to organize demonstrations, distribute 
ideas, and transmit information about events in Iran to a target audience 
outside of the country (mainly through the use of VPN networks). In the 
2013 elections, however, the Iranian cyber apparatus was technologically 
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and operationally prepared and ready to control the dialogue that took 
place on the internet, and monitor subversive activity and the outwards 
flow of information from within Iran.

It appears that to date, the Iranian cyber defense system still has a long 
way to go before it is able to deal effectively and consistently with highly 
sophisticated cyber-attacks, such as Stuxnet and Flame, and to prevent any 
penetration by external content or ideas. Some describe this apparatus as no 
more than an improvised and less organized version of the Chinese “Cyber 
Wall.”28 Nevertheless, the great technological and organizational strides 
that Iran has made over the past year indicate a steep learning curve, and 
that it is likely to devise an effective and comprehensive defense system 
earlier than expected.

The Offensive Aspect – The Search for “High-Quality” Attacks
The Islamic Republic of Iran regards cyber warfare as an effective platform 
enabling it to inflict damage on enemies in possession of clear military 
superiority, while at the same time maintaining room for denial in order to 
avoid international condemnation, or even sanctions and counterattacks. 
This conception had led Iran to use cyber warfare as an important tool 
for attacking Western targets in response to sanctions, and as a means of 
deterrence against escalating sanctions actions against Iran by Western 
countries. The scope, targets, and relative success of cyber-attacks conducted 
over the past year and their attribution to Iranian groups indicate increased 
Iranian capabilities. Intelligence and administration officials in Israel and 
the US have also expressed concern regarding the speed of Iranian cyber 
warfare capabilities’ development.29

Western sources attribute the progress in Iran’s cyber warfare program 
to its success in integrating its capabilities, know-how, and trained 
personnel from Iranian computer science faculties30 with the Iranian 
hacker community’s extensive experience and highly developed abilities, 
many of whose members identify with the regime and its goals. The Iranian 
hacker community is one of the most dominant and active communities 
worldwide, and evidence suggests connections between its various groups 
and the Revolutionary Guards. The use of hackers, whose connections to the 
Iranian regime are vague, provides room for ambiguity and deniability when 
facing accusations of involvement in malicious and illegal cyber activity.
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One of the leading Iranian hacker groups is the Ashiyane Digital Security 
Team, which is believed to have connections with the Revolutionary Guards, 
and whose members are ideologically motivated to support the Iranian 
regime and the revolution.31 The Zone-H website, specializing in analyzing 
hacker activity in cyberspace, rates Ashiyane as second in the world in the 
number of websites into which its members have succeeded in breaking and 
corrupting, usually by replacing the content with the group’s icon, or with 
pro-Iranian propaganda. The websites broken into by Ashiyane members 
include 26 Brazilian government websites, among them the Military Police 
website, and government websites in the UK and Pakistan.32 According to 
Zone-H, besides Ashiyane, there are seven other Iranian hacker groups 
among the world’s 40 most active hacker groups involved in corrupting 
websites. Such attacks are considered relatively minor, but they indicate 
a high level of technological capabilities, and in many cases serve as cover 
for information theft or introduction of malware and Trojan Horses.

Another factor contributing to the Iranian cyber warfare program’s rapid 
progress is the Iranian cyber system’s close relations with cyber criminals, 
hackers, and information security experts, primarily Russian, who are willing 
to hire out their capabilities for money. American sources regard these 
connections as a key element in Iran’s rapid progress, and Congressman 
Michael Rogers, Chairman of the House of Representatives Select Committee 
on Intelligence, also stated that the wave of cyber-attacks against American 
banks’ websites, which was attributed to Iranian groups, showed signs of 
involvement by Russian groups.33 In addition to “importing” personnel, 
Iran can also purchase a powerful and technologically sophisticated cyber 
weapon which is available on the black market to the highest bidder. This 
Cyber Weapon enables the Iranians to rapidly enhance their capabilities 
and the threat posed by them.34

The Iranian cyber warfare capabilities’ progress is reflected in a series 
of attacks that occurred in the second half of 2012 and in 2013, utilizing 
more sophisticated techniques, attacking high quality targets, and on a 
larger scale than earlier attacks attributed to Iran. One attack attributed 
to Iranian groups began in September 2012 and continued into 2013, 
including a large-scale attack on the websites of key banks and financial 
institutions in the US. Information security experts described this attack 
as “unprecedented in scope and effectiveness.” Its uniqueness and quality 
lay in the method employed by the attackers: instead of attacking through 
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breaches in individual computers, they routed their attacks through data 
centers’ computer networks. These data centers, operated by companies 
like Google and Amazon.com, are composed of giant computer networks 
connecting hundreds, sometimes thousands, of servers and computers, 
providing cloud computing services to a large number of companies and 
businesses throughout the world. The attackers succeeded in taking over 
part of these computing “clouds,” utilizing their enormous computer power 
as a platform for attacks on the websites of US-based banks and financial 
companies. Security specialists described this maneuver as the “cybernetic 
equivalent of turning a Chihuahua into a fire-spitting Godzilla.”35

A group of hackers calling itself Izz a-Din al-Qassam Cyber Fighters 
assumed responsibility for the service-denying attack against the websites 
of important banks in the US, which included Bank of America, Citigroup, 
and HSBC. Members of the group exploited the data centers’ computer 
platform to channel enormous volumes of traffic to the banks’ websites, 
causing them to crash and denying their customers access to their accounts. 
In addition to using traffic, the attackers employed a technique called 
Encrypted DDos (distributed denial of service). This method exploits the 
banks’ own information encryption mechanisms, whose operation requires 
major system resources. The attackers flooded the banks’ websites with 
transactions requiring encryption, thereby substantially slowing and 
hindering their activity. Nevertheless, the bank accounts were not broken 
into during the attacks, and customers’ money was not stolen.36

Information security experts state that the high level of capabilities 
required to carry out an attack on such a large scale and with such great 
technological sophistication indicates that a country must be involved. 
An attack against a country’s financial infrastructure, especially an 
economic power like the US, has serious consequences, and is liable to 
cause severe economic damage as it disrupts many commercial companies 
and households’ regular financial activity.

Despite Iranian denials and the absence of physical proof, senior US 
administration and intelligence officials are convinced that Iran is behind 
the attacks as a response to the international sanctions against it and the 
cyber-attacks that damaged its infrastructure, for which it holds the US and 
Israel responsible. The US Secretary of Defense at the time, Leon Panetta, 
commented on the attacks against the banks, saying that they constituted 
a “significant escalation,” without mentioning Iran by name.37
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Another wave of attacks attributed to Iranian groups focused on 
American infrastructure and energy companies. It began to gather steam 
in early 2013, until the US Department of Homeland Security decided in 
May 2013 to issue an exceptional warning to energy and infrastructure 
companies regarding the escalating cyber threat to their computer networks. 
This warning stated that these were not routine attacks for the purpose 
of stealing information, industrial espionage, or inflicting damage on 
administrative systems; they were attacks seeking to gain control of their 
systems and damage their physical operations or the safety equipment of 
critical infrastructure, such as oil and gas pipelines and electrical systems. 
The American administration did not officially declare Iranian involvement, 
but experts and administration officials said that there was operational 
evidence indicating that the attacks had originated on Iranian soil, and 
that carrying them out required at least some support from the agencies 
in charge of Iranian cyberspace.38 Any future sanctions escalation against 
the Iranian energy market is likely to cause Iran to take strategic measures 
against the international energy market, both as a deterrent measure and 
in order to increase the demand for its oil. 39

Experts describe the attacks on the American energy companies’ computer 
networks as a large-scale information collection operation, learning and 
assessing the systems in order to create knowledge infrastructure and 
gain experience in preparation for a future attack on the control systems 
that operate and regulate critical infrastructures’ activity. Harming these 
systems is liable to cause significant damage and even loss of life on a 
large scale. Indeed, in the course of the attack, the attackers succeeded in 
bypassing some of the security systems and collecting information about 
their structure, capabilities, and their security breaches.40 A senior source in 
Mandiant, an Information Security company, said that in at least one case, 
its investigators had succeeded in tracing the attack to a group of Iranian 
hackers whose connections with the regime were unclear. He added that 
the attackers’ goal, moving within the American computer systems and 
studying their detection and security array, was to accumulate experience 
with “live” networks, and to explore their weak points.41 Senior American 
officials stated that the attacks against the energy companies and the 
hackers’ relative success indicated that the cyber offensive capabilities 
at the Iranians’ disposal were improving and developing rapidly.42 If Iran 
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obtains effective offensive capabilities against essential infrastructure 
systems’ control, this is likely to constitute a strategic threat to its enemies.

Another significant attack attributed to Iran occurred in September 2013, 
when official US sources reported that an unclassified US Naval computer 
network had been compromised. The sources said that the attack had been 
committed by a group of hackers operating in the service of the Iranian 
regime, or at least with its consent and support. The network affected 
was the fleet’s internal network, which, while unclassified, is used for 
correspondence and communications, among other things, and contains 
sensitive information, such as e-mail addresses of the fleet commanders 
and of senior officials. Administration sources reported that the attackers 
had succeeded in penetrating the network management systems, but 
claimed that no significantly valuable information had been stolen, and that 
e-mailboxes had not been broken into. Particularly alarming was the fact 
that the hackers continued operating in the fleet’s computer network even 
after American security agencies had reported their successful removal from 
the network. The Iranian sophistication revealed in this attack is another 
sign of the development and progress in Iran’s infiltration capabilities, 
and of Iran’s readiness to target military cyber systems.43

In addition to the series of attacks against American institutions, groups 
affiliated with Iran assumed responsibility during the past year for cyber-
attacks against Israeli institutions. In June 2013, Prime Minister Benjamin 
Netanyahu announced that there has been a steep rise in the Iranian cyber-
attacks against important computer infrastructure in Israel.44 In December 
2013 and January 2014, a group of Islamic hackers calling itself The Islamic 
Cyber Resistance Group (ICRG) claimed that it had conducted a number 
of high-quality attacks against targets in Israel and the Middle East in 
revenge for the killing of senior Hezbollah leader Hassan al-Laqqis. The 
group, extensively publicized by the Iranian Fars News Agency, claims 
that it managed to penetrate the Israeli Civil Aviation Authority control 
systems, and was able to remain undetected within the system for months. 
In addition, the group claimed that it had succeeded in stealing sensitive 
information, and could, had it chosen to do so, take over the Authority’s 
navigation and communications systems causing an air disaster.45 ICRG also 
proclaimed that it had succeeded in penetrating the IDF computer servers, 
stealing secret information, such as the personal files of IDF soldiers, lists 
of officers, passwords, residential addresses and e-mail addresses, and 
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military codes. Aside from the attacks against Israel, ICRG announced 
that it had managed to break into the Saudi Arabian army database and 
the computers of companies owned by the Bin Laden family.46 At the same 
time, sources in Israel stated that the rumored attacks boasted by the group 
were false, and were no more than propaganda and psychological warfare 
on the part of Iran.

In the midst of these events is the mysterious death of Revolutionary 
Guardsman Mojtaba Ahmadi, found dead in early October 2013. Reports in 
the West indicated that he had served as commander of the Revolutionary 
Guards’ Cyber War Headquarters. His death was attributed to Israel at 
first, but the Revolutionary Guards strongly denied this allegation, stating 
that his death had resulted from a “strange accident.”47 Despite the great 
obfuscation surrounding this event, the possibility that Ahmadi’s death 
had consequences for the organization’s activity in the cyber sphere cannot 
be ruled out.

The Cyber Warfare Agents
Along with Iran’s government cyber apparatus and its cooperation with 
the hacker community, Iran is redoubling its attempts to expand and 
strengthen its allies’ cyber capabilities. It appears that Iran is seeking to 
create an effective system of agents acting in cyberspace on its behalf. 
One of its main foci in this area is Syria, which has strategic importance 
for Iran. At the beginning of the Conflict between the Assad regime and 
the rebel forces, the Iranians began to finance, equip, and train the Syrian 
security forces in methods of monitoring and controlling cyberspace, used 
by the rebels as a an important platform for organizing activity against the 
regime. Iranian advisers and specialists trained and reinforced the Syrian 
cyber police, and helped conduct surveillance of the computer and cellular 
networks in the country, thereby damaging the rebel’s ability to transmit 
messages and information, both within and outside the country.48

A key player in this context is the Syrian Electronic Army (SEA). This 
group of Assad-supporting hackers began operating in 2011. During its 
first year of activity, it conducted mainly relatively amateurish vandalizing 
attacks against low-security websites that did not require significant technical 
ability: spam attacks, flooding talkback systems of various forums and news 
websites, etc.49 In 2012, SEA began executing more complex operations 
against websites with a higher level of security, requiring greater technical 



Gabi Siboni and Sami Kronenfeld  |  Developments in Iranian Cyber Warfare 2013-2014

74

knowledge and capabilities. Western cyber experts and administration 
officials attribute this major improvement to the involvement and instruction 
of Iranian cyber warfare experts, training and equipping SEA’s operatives. 
Former CIA Director and NSA Director Michael Hayden also stated that the 
Syrian group of hackers was for all intents and purposes, an agent of Iran.50

The development of SEA was reflected over the past year in a wave of 
attacks against communications agencies and human rights organizations’ 
websites, perceived as hostile to the Assad regime. Among other things, 
SEA members attacked leading news websites, including the New York 
Times, BBC, al-Jazeera, the Washington Post, and the Huffington Post. The 
organization also attacked the Human Rights Watch website, which provides 
information about the number of civilians killed in battles in Syria. In 
addition, members of the organization succeeded in causing substantial 
damage when they took over the AP news agency’s Twitter account, and 
published a false report about a supposed attack on the White House 
that injured President Obama. The report generated immediate panic on 
Wall Street, causing a nosedive in share prices and damage estimated at 
$136 billion. In April 2013, SEA assumed responsibility for crashing the 
Twitter Social Network, and for channeling surfers from the US Marines’ 
recruitment website to a propaganda website against the rebels.51

Recently, it appeared that SEA had exhibited another major advance in 
its capabilities, and was beginning to use more sophisticated techniques 
and tools, such as phishing, malware, and Trojan Horses. Such tools have 
enabled the organization to carry out high-quality attacks against Internet 
communications companies’ servers, such as TrueCaller which is the 
world’s largest telephone index; the messaging and video service company 
Tango, and the communications applications company Viber. In the course 
of these attacks, the attackers succeeded in stealing huge quantities of 
information, such as personal information and e-mail addresses, which 
may very well have been handed over to Syrian intelligence and used to 
target the regime’s opponents as well as for espionage.52 The Iranian Fars 
News Agency also reported that the organization had attacked the water 
system of the city of Haifa,53 but pictures attached to the report showed that 
SEA had merely penetrated the irrigation control system of a community 
in northern Israel.54 Nevertheless, the attack on and penetration of the 
control system of Israeli infrastructure indicates an attempt by SEA to 
utilize and target more advanced cyber warfare methods.
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These advanced capabilities, which many experts regard as the result of 
Iranian training, guidance, and assistance, have turned SEA into significant 
actor in the cyberspace arena, and have made cyber warfare in general 
a crucial element in Syria’s deterrence strategy. When Syria sought to 
deter an American attack in response to the use of chemical weapons by 
Assad’s forces, SEA operatives sent a message to the Reuters news agency 
saying that in the event of an American attack in Syria, the organization 
would escalate its attacks, and take action against more significant targets. 
Richard Clarke, Former US National Coordinator for Security, Infrastructure 
Protection, and Counter-terrorism and Special Advisor to the President on 
Cyber Security said that if the US attacks Syria, every response by Syrian 
agencies in cyberspace would be facilitated by Iranian groups.55

In addition to its support of the Assad regime’s cyber capabilities, Iran 
continues its traditional support for its satellite and closest ally, Hizbollah’s 
cyber deployment, which has become an active player in attacking Israel.56 
A report by the Meir Amit Center indicates intensive involvement and 
support by Iran for the Hizbollah’s array of websites. These sites constitute 
a platform for propaganda and indoctrination in the ideas of the Islamic 
Revolution, including pro-Iranian propaganda, the glorification of Supreme 
Leader Khamenei and Hizbollah leader Hassan Nasrallah, and anti-Israel 
and anti-Semitic propaganda. The content of these websites was determined 
in cooperation with Iran, subject to the Iranian propaganda strategy. Part 
of the content is even operated from Iranian territory by parties close to 
the regime.57

Concluding Insights
Iran’s cyber warfare capabilities are continuously progressing. Iran already 
constitutes a significant factor whose intentions should not be held lightly. 
It can be stated that the Iranian decision to operate in cyberspace on a large 
scale is due to two main considerations; the first is its experience as the 
target of serious cyber-attacks. As a country that had experienced the power 
and capabilities of a cybernetic attack, Iran recognizes the importance of 
establishing defensive capabilities and building and using attack capabilities. 
Iran’s other motive concerns global technological development, allowing 
the expansion of its range of actions into cyberspace, in addition to the 
physical world. This development optimally fits in with Iran’s asymmetric 
strategy concept.
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An analysis of the cyber-attacks attributed to Iran and its satellites shows 
a broad range of targets, goals, and methods. One of the conclusions arising 
from this article is that Iran’s cyber capabilities have recently matured 
on both offensive and defensive levels. Although it is likely that these 
capabilities are still inferior to those of the leading technological powers, 
it appears that the Iranians are bridging the gaps quickly and effectively.

One of the most dangerous trends in Iran’s offensive cyber activity is 
its ability to target organizations and countries’ core operational systems. 
These systems, controlling and overseeing manufacturing processes, 
supplies and essential services, are liable to be targets of Iranian attacks. 
Exploratory, scanning and learning actions discovered in the American 
energy companies’ computer systems and traced to Iranian groups can 
be interpreted in only one way: Iran is trying to attain the capability and 
accessibility needed for an attack on critical infrastructure. This accessibility 
may avoid detection altogether, and can be utilized in the future for offensive 
purposes if Iran so decides. A successful attack on the energy, gas, and 
water facilities’ control systems is liable to cause substantial damage. In 
the framework of the rules of the game, espionage and information theft 
in cyberspace is seemingly tolerable, but attempts to penetrate civilian 
infrastructure control systems cannot and should not be accepted. These 
attempts require a decisive response.

It appears that the realization that Iran poses a significant threat to its 
enemies in cyberspace is already inspiring close cooperation between the 
countries threatened by these capabilities. Upgrading intelligence and 
producing better defensive capabilities are not enough, however; they will 
never suffice against a determined enemy with operational, intelligence, and 
technological capabilities. Cyberspace makes possible a range of channels 
through which one can transmit messages below the threshold of physical 
warfare. These actions will require demonstration of the damage that Iran 
may suffer should it continue to act without restraint against sensitive 
targets. Particular information was recently published regarding a large-
scale cyber offensive operation in Syria prepared by NSA in the spring 
of 2011, immediately following the outbreak of the Syrian civil war.58 If 
this report is correct, the preparation of a cybernetic strike against Iran, 
combined with the occasional demonstration of qualitative capabilities, 
can help restrain its actions in the area of critical infrastructure.
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Until a magic technological formula is found for identifying the source 
of cyberspace attacks at a level of certainty that can be legally proven, 
circumstantial evidence of the source of the attack can suffice in quite a 
few cases, and strong action in cyberspace below the physical warfare 
threshold can be taken against this source.

Above all, closer cooperation between the democratic countries is a 
cornerstone in facing Iran and its satellites. Better operational, intelligence, 
and technological connections are essential, as well as improvement in 
information sharing regarding the methods and tools used by Iran and its 
satellites. In addition, Israel is also likely to find allies against Iranian cyber 
warfare among the Sunni regimes in the Persian Gulf, headed by Saudi 
Arabia, which is under continual threat, and which has been damaged in 
the past by Iranian agencies. The cyber defense realm, in which Israel is a 
leader, is likely to serve as a basis for a fruitful strategic dialogue on broader 
regional issues, such as the Iranian threat in its general sense, the crisis in 
Syria, and the Palestinian issue.

The Iranian cyber deployment’s aggressive behavior highlights the 
totalitarian character of the Iranian regime. Tight and intrusive supervision 
that violates the freedom of speech and expression of Iranian citizens, 
combined with the violence and aggression typical of agencies such as 
the Cyber Police, refute the image that the Rouhani regime is seeking 
to promote in order to break the international sanctions regime against 
Iran. Israel and other countries can use Iran’s activities in cyberspace as 
an explanatory platform for highlighting the totalitarian and aggressive 
nature of the Islamic Republic.

This reality of Iran’s rapid cyber warfare capabilities’ development, its 
satellites, and its allies require Israel and other Western countries to act 
methodically and with determination to maintain their qualitative and 
operational edge in cyberspace. The importance of this space for Israel’s 
security concept and the urgency of creating a “digital Iron Dome” were 
strongly emphasized by IDF Chief of Staff Lt. General Benny Gantz, who 
said he believed that Israel needed to do a lot more in the cyber realm: “We 
must not wait with this story.”59 

Notes
1	 Barbara Slavin and Jason Healey, “Iran: How a Third Tier Cyber Power Can 

Still Threaten the United States,” The Atlantic Council, 2013, http://www.
atlanticcouncil.org/images/publications/iran_third_tier_cyber_power.pdf.



Gabi Siboni and Sami Kronenfeld  |  Developments in Iranian Cyber Warfare 2013-2014

78

2	 Yaakov Katz, “Iran Embarks on $1b. Cyber-Warfare Program,” The 
Jerusalem Post, December 18, 2011, http://www.jpost.com/Defense/Article.
aspx?id=249864.

3	 Gabi Siboni and Sami Kronenfeld, “Iran and Cyberspace Warfare,” Military 
and Strategic Affairs 4, no. 3 (2012): 77-99.

4	 Ibid.
5	 Majid Rafizadeh, “Iran’s ‘Halal’ Version of the Internet,” 

al-Arabiya News, July 12, 2013, http://english.alarabiya.net/view-
renderer?mgnlUuid=cb92c5e3-f973-45ce-8d46-12b8fb4dfe17.

6	 Sara Reardon, “First Evidence for Iran’s Parallel Halal Internet,” New 
Scientist, October 10, 2012, http://www.newscientist.com/article/
mg21628865.700-first-evidence-for-irans-parallel-halal-internet.html#.
UnZubT4UHVI.

7	 Saeed Kamali Dehghan, “Iran Launches ‘National Email Service,’” The 
Guardian, July 9, 2013, http://www.theguardian.com/world/2013/jul/09/
iran-launches-national-email-service.

8	 “Iran launches Own ‘YouTube’ Website,” AFP, December 9, 2012, http://en-
maktoob.news.yahoo.com/iran-launches-own-youtube-website-121634740.
html.

9	 F. Karimov, “Iran Introduces Domestically-Made Antivirus Padvish,” Trend 
News Agency, June 30, 2013, http://en.trend.az/capital/it/2166121.html.

10	 This blocking was accomplished, among other ways, by deliberately 
distributing malware disguised as filtering evasion software, which enabled 
the regime to trace illegal networks.

11	 Urt Hopkins, “Why Iranians might Actually Use the Censored Halal 
Internet, “ The Daily Dot, April 25, 2013, http://www.dailydot.com/
society/iran-halal-private-internet-blocked-censorship; “Iranian Internet 
Infrastructure and Policy Report,” Small Media, February-March 2013, http://
smallmedia.org.uk/InfoFlowReportMARCH.pdf.

12	 “Iran Unveils 12 Cyber Products,” Fars News, December 14, 2013, http://
english.farsnews.com/newstext.aspx?nn=13920923001322.

13	 “Iran Launches Home-Made Defence Shield,” ISNA, December 9, 2013, 
http://isna.ir/en/news/92091812343/Iran-launches-home-made-defense-
shield.

14	 Alastair Stevenson, “Iran and North Korea Sign Technology Treaty to 
Combat Hostile Malware,” V3, September 3, 2012, http://www.v3.co.uk/v3-
uk/news/2202493/iran-and-north-korea-sign-technology-treaty-to-combat-
hostile-malware#.

15	 Steve Stecklow, “Chinese Firm Helps Iran Spy on Citizens,” Reuters, March 
22, 2012, http://graphics.thomsonreuters.com/12/03/IranChina.pdf.

16	 “Iran for the First Time Stages Cyber Warfare Drill,” al-Arabiya, December 
31, 2012, http://www.alarabiya.net/articles/2012/12/31/257960.html.



Gabi Siboni and Sami Kronenfeld  |  Developments in Iranian Cyber Warfare 2013-2014

79

17	 “Drones, Cyber-Defence Feature in Iran Guards Drill,” Jerusalem Post, 
February 23, 2013, http://www.jpost.com/Iranian-Threat/News/Drones-
cyber-defense-feature-in-Iran-Guards-drill.

18	 N. Umid, “Iran Holds Defence Exercises,” Trend News Agency, October 22, 
2013, http://en.trend.az/news/politics/2203465.html; “Iran Carries out 
Drills to Detect Cyber Vulnerabilities,” Tasnim News Agency, October 22, 
2013, http://www.tasnimnews.com/english/Home/Single/172473.

19	 “Iranian Blogger who Told Supreme Leader Khamenei ‘Your Judicial 
System... is nothing but a Slaughterhouse’ Tortured to Death in 
Prison,” MEMRI, November 19, 2012, http://www.memri.org/report/
en/0/0/0/0/0/0/6819.htm.

20	 European Parliament, Resolution of November 22, 2012 on the 
Human Rights Situation in Iran, Particularly Mass Executions and 
the Recent Death of the Blogger Sattar Beheshti, November 22, 
2012, http://www.europarl.europa.eu/document/activities/
cont/201301/20130109ATT58696/20130109ATT58696EN.pdf.

21	 Thomas Erdbrink, “Head of Tehran’s Cybercrimes Unit is Fired over Death 
of Blogger,” The New York Times, December 1, 2012, http://www.nytimes.
com/2012/12/02/world/middleeast/after-death-of-sattar-beheshti-iranian-
blogger-head-of-tehrans-cybercrimes-unit-is-fired.html.

22	 “Intelligence Ministry Admits Arresting News Providers, Blames Foreign 
Media,” Reporters Without Borders, February 20, 2013, http://en.rsf.org/iran-
intelligence-ministry-admits-20-02-2013,44099.html ; “Iran: Two Arrested 
for ‘Insulting Regime Officials’ on their Facebook Page, “National Council of 
Resistance of Iran, July 10, 2013, http://www.ncr-iran.org/en/news/human-
rights/14138-iran-two-arrested-for-insulting-regime-officials-on-their-
facebook-pa.

23	 “Tehran Closes Dozens of Internet Cafes,” Mohabat News, July 27, 2013, 
http://www.mohabatnews.com/index.php?option=com_content&view=
article&id=7222:tehran-closes-dozens-of-internet-cafes&catid=35:inside-
iran&Itemid=278.

24	 Eric Grosse, “Iranian Phishing on the Rise as Elections Approach,” Google 
Blog, June 12, 2013, http://googleonlinesecurity.blogspot.co.il/2013/06/
iranian-phishing-on-rise-as-elections.html.

25	 Siboni and Kronenfeld, “Iran and Cyberspace Warfare.”
26	 Betsy Isaacson, “Iran’s Pre-Election Phishing Scheme Detected, Disrupted 

by Google,” Huffington Post, June 13, 2013, http://www.huffingtonpost.
com/2013/06/13/iran-phishing-google_n_3435811.html.

27	 “Iranian Authorities Target Internet, Media before Elections,” CPJ, June 13, 
2013, http://www.cpj.org/2013/06/iranian-authorities-target-internet-media-
before-e.php; Helle Dale, “Iran Clamps down on Dissidents before Election,” 
The Foundry, June 12, 2013, http://blog.heritage.org/2013/06/12/iran-clamps-
down-on-dissidents-before-election.



Gabi Siboni and Sami Kronenfeld  |  Developments in Iranian Cyber Warfare 2013-2014

80

28	 Neal Ungerleider, “Iran’s ‘Halal Internet’ is really a ‘Filternet,’” Fast 
Company, 2013, http://www.fastcompany.com/3009714/irans-halal-internet-
is-really-a-filternet.

29	 Thom Shanker & David E. Sanger, “U.S. Helps Allies Trying to Battle 
Iranian Hackers,” New York Times, June 8, 2013, http://www.nytimes.
com/2013/06/09/world/middleeast/us-helps-allies-trying-to-battle-
iranian-hackers.html?nl=todaysheadlines&emc=edit_th_20130609&_
r=4&pagewanted=all&.

30	 Siboni and Kronenfeld, “Iran and Cyberspace Warfare.”
31	 Frank J. Cilluffo, “The Iranian Cyber Threat to the United States,” A 

Statement before the U.S. House of Representatives Committee on Homeland 
Security Subcommittee on Counterterrorism and Intelligence and Subcommittee 
on Cybersecurity, Infrastructure, Protection and Security Technologies, April 26, 
2012, p. 5.

32	 “Brazilian Military Police & 26 Govt Websites Hacked by Ashiyane Digital 
Security Team,” Hackread, January 28, 2013, http://hackread.com/brazilian-
military-police-26-govt-websites-hacked-by-ashiyane-digital-security-team.

33	 Julian E. Barnes and Siobhan Gorman, “U.S. Says Iran Hacked Navy 
Computers ,” The Wall Street Journal, September 27, 2013, http://online.
wsj.com/news/articles/SB100014240527023045262045791016023567517
72; Adam Kredo, Mike Rogers, “China, Iran and Russia Launching Cyber 
Attacks Against U.S. ,” The Washington Free Beacon, July 22, 2013, http://
freebeacon.com/mike-rogers-china-iran-and-russia-launching-cyber-attacks-
against-u-s.

34	 Shanker and Sanger, “U.S. Helps Allies Trying to Battle Iranian Hackers.”
35	 Nicole Perlroth and Quentin Hardy, “Bank Hacking Was the Work of 

Iranians, Officials Say,” The New York Times, January 8, 2013, http://www.
nytimes.com/2013/01/09/technology/online-banking-attacks-were-work-of-
iran-us-officials-say.html?pagewanted=1&_r=1&ref=iran&&version=meter+
at+6&region=FixedCenter&pgtype=Article&priority=true&module=RegiWa
ll-Regi&action=click.

36	 Ibid.
37	 Julian E. Barnes and Siobhan Gorman, “Iran Blamed for Cyberattacks,” 

The Wall Street Journal, September 27, 2013, http://news.walla.
co.il/?w=/15/2569449, “Iran Launches Powerful Cyber Attack against Banks 
in US,” Walla!, January 9, 2013, http://news.walla.co.il/?w=//2605254.

38	 Ellen Nakashima, “U.S. Warns Industry of Heightened Risk of Cyber 
Attack,” The Washington Post, May 10, 2013, http://www.washingtonpost.
com/world/national-security/us-warns-industry-of-heightened-risk-of-
cyberattack/2013/05/09/39a04852-b8df-11e2-aa9e-a02b765ff0ea_story.
html; see also an analysis of the capabilities required to carry out a high level 
cyber-attack: Gabi Siboni, Daniel Cohen, and Aviv Rotbart, “The Threat 
of Terrorist Organizations in Cyberspace,” Military and Strategic Affairs, 
Volume 5, No. 3, Institute for National Security Studies, December 2013, 



Gabi Siboni and Sami Kronenfeld  |  Developments in Iranian Cyber Warfare 2013-2014

81

http://d26e8pvoto2x3r.cloudfront.net/uploadImages/systemFiles/The%20
Threat%20of%20Terrorist%20Organizations%20in%20Cyberspace.pdf; 
Nicole Perlroth and David E. Sanger, “New Computer Attacks Traced to 
Iran, Officials Say,” The New York Times, May 24, 2013, http://www.nytimes.
com/2013/05/25/world/middleeast/new-computer-attacks-come-from-iran-
officials-say.html?_r=1&.

39	 This article was written as nuclear negotiations were taking place between 
Iran and the great powers. One cannot rule out the possibility of escalating 
energy sanctions should the negotiations fail. 

40	 Siobhan Gorman and Danny Yadron, “Iran Hacks Energy Firms, U.S. Says,” 
The Wall Street Journal, May 23, 2013, http://online.wsj.com/news/articles/
SB10001424127887323336104578501601108021968.

41	 Chris Strohm, “Iran-Based Hackers Traced to Cyber Attack on U.S. 
Company,” Bloomberg News, May 14, 2013, http://www.businessweek.com/
news/2013-05-14/iran-based-hackers-traced-to-cyber-attack-on-company-
inside-u-dot-s-dot.

42	 Shanker and Sanger, “U.S. Helps Allies Trying to Battle Iranian Hackers.”
43	 Barnes and Gorman, “U.S. Says Iran Hacked Navy Computers.”
44	 Gili Cohen, “Netanyahu Confirms: U.S. is Working with Israel on Cyber 

Defence, Iranian Attacks Increasing,” Ha’aretz, June 9, 2013, http://www.
haaretz.com/news/diplomacy-defense/.premium-1.528728.

45	 “Israel’s Aviation Agency under Muslim Hackers’ Control for Months,” 
Fars News, January 8, 2013, http://english.farsnews.com/newstext.
aspx?nn=13921018001457.

46	 “Saudi Army, Al-Qaeda Company, Israeli Army Hacked in Revenge for 
Assassination of Hezbollah Leader,” Fars News, December 16, 2013, http://
english.farsnews.com/newstext.aspx?nn=13920925001699.

47	 Damien McElroy and Ahmad Vahdat, “Iranian Cyber Warfare Commander 
Shot Dead in Suspected Assassination,” The Telegraph, October 2, 2013, 
http://www.telegraph.co.uk/news/worldnews/middleeast/iran/10350285/
Iranian-cyber-warfare-commander-shot-dead-in-suspected-assassination.
html; Lisa Daftari, “Internal Plot, not Israel, Eyed in Latest Hit on 
Iranian Scientist,” Fox News, October 8, 2013, http://www.foxnews.com/
world/2013/10/08/internal-intrigue-not-israel-eyed-in-latest-hit-on-iranian-
scientist.

48	 Simon Tisdall, “Iran Helping Syrian Regime Crack Down on Protesters, 
Say Diplomats,” The Guardian, May 9, 2011, http://www.theguardian.com/
world/2011/may/08/iran-helping-syrian-regime-protesters; Lisa Daftari, 
“Iranian General Admits ‘Fighting Every Aspect of a War’ in Defending 
Syria’s Assad,” Fox News, August 28, 2012, http://www.foxnews.com/
world/2012/08/28/iranian-general-admits-fighting-every-aspect-war-in-
defending-syria-assad; Geneive Abdo, “How Iran Keeps Assad in Power 
in Syria, “Foreign Affairs, August 25, 2011, http://www.foreignaffairs.com/
articles/68230/geneive-abdo/how-iran-keeps-assad-in-power-in-syria.



Gabi Siboni and Sami Kronenfeld  |  Developments in Iranian Cyber Warfare 2013-2014

82

49	 Ronald Deibert, “Waging the Cyber War in Syria,” National Post, May 21, 
2013, http://fullcomment.nationalpost.com/2013/05/21/ronald-deibert-
waging-the-cyber-war-in-syria.

50	 Joseph Menn, “Syria, Aided by Iran, Could Strike Back at 
U.S. in Cyberspace,” Reuters, August 29, 2013, www.reuters.
com/article/2013/08/29/us-syria-crisis-cyberspace-analysis-
idUSBRE97S04Z20130829.

51	 Sarah Hurtubise, “Syrian Hacker Army Could be Advancing with Iranian 
Help,” The Daily Caller, April 9, 2013, http://dailycaller.com/2013/09/04/
syrian-hacker-army-could-be-advancing-with-iranian-help; Andrea Peterson, 
“The Post Just Got Hacked by the Syrian Electronic Army. Here’s who they 
are,” The Washington Post, August 15, 2013, http://www.washingtonpost.
com/blogs/the-switch/wp/2013/08/15/the-post-just-got-hacked-by-the-
syrian-electronic-army-heres-who-they-are.

52	 Kenneth Geers and Ayed Alqartah, “Syrian Electronic Army Hacks Major 
Communications Websites,” FireEye, July 30, 2013, http://www.fireeye.com/
blog/technical/cyber-exploits/2013/07/syrian-electronic-army-hacks-major-
communications-websites.html.

53	 “Syrian Electronic Army Reveals Documents of Haifa Hack,” Fars News, June 
15, 2013, http://english2.farsnews.com/newstext.php?nn=9203180050.

54	 Elad Salomons, “Did the Syrian Electronic Army Attack Haifa’s Water 
Supply SCADA System?” Water Simulation, June 5, 2013, http://www.water-
simulation.com/wsp/2013/06/05/did-the-syrian-electronic-army-attack-
haifas-water-supply-scada-system.

55	 Menn, “Syria, Aided by Iran, could Strike back at U.S. in Cyberspace.”
56	 Olivia Goldhill and Reuters, “Benjamin Netanyahu: Iranian Cyber Attacks 

on Israel ‘Non-Stop,’” The Telegraph, June 10, 2013, http://www.telegraph.
co.uk/technology/10110381/Benjamin-Netanyahu-Iranian-cyber-attacks-on-
Israel-non-stop.html.

57	 “Terrorism in Cyberspace: Hezbollah’s Internet Network,” The Meir Amit 
Intelligence and Terrorism Information Center, March 4th, 2013, http://www.
terrorism-info.org.il/en/article/20488.

58	 David E. Sanger, “Syria War Stirs New U.S. Debate on Cyberattacks,” The 
New York Times, February 24, 2014, http://www.nytimes.com/2014/02/25/
world/middleeast/obama-worried-about-effects-of-waging-cyberwar-in-
syria.html?hp&_r=2.

59	 Amos Harel and Gili Cohen, “2014: Iran out, Global Jihad in,” Haaretz, 
February 1, 2014, http://d26e8pvoto2x3r.cloudfront.net/uploadimages/
systemfiles/iran%20out,%20global%20jihad%20in.pdf.



83

This article was first published in Military and Strategic Affairs 7, no. 1 (2015): xx-xx.

Are Cyber Weapons Effective  
Military Tools?

Emilio Iasiello

Cyber-attacks are often viewed in academic and military writings as strategic 
asymmetric weapons, great equalizers with the potential of leveling the 
battlefield between powerful nations and those less capable.  However, 
there has been little evidence to suggest that cyber-attacks are a genuine 
military option in a state-on-state conflict. In instances of actual military 
operations (e.g., Afghanistan, Georgia, Iraq, and Israel/Gaza), there is little 
accompanying evidence of a military conducting cyber-attacks against 
either a civilian or military target.  Given that some of the nation states that 
have been involved in military conflict or peacekeeping missions in hostile 
areas are believed to have some level of offensive cyber capability, this may 
be indicative. More substantive examples demonstrate that cyber-attacks 
have been more successful in non-military activities, as they may serve as a 
clandestine weapon of subterfuge better positioned to incapacitate systems 
without alerting the victims, veiling the orchestrator’s true identity via proxy 
groups and plausible deniability. Consequently, this paper provides a counter 
argument to the idea that cyber tools are instrumental military weapons 
in modern day warfare;  cyber weapons are more effective options during 
times of nation state tension rather than military conflict, and are more 
serviceable as a signaling tool than one designed to gain military advantage. 
In situations where state-on-state conflict exists, high value targets that need 
to be neutralized would most likely be attacked via conventional weapons 
where battle damage assessment can be easily quantified. This raises the 
question: are cyber weapons effective military tools?
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Terminology
There is no international consensus on the definitions for “cyber-attack” 
and “cyber weapon.”  However, it can be agreed that these terms refer to the 
execution of malware with the objective of denying, disrupting, degrading, 
destroying, or manipulating information systems or the information resident 
on them.  Taking this into consideration, the following definitions have 
been adopted for this paper:
•	 Cyber Attack: “actions taken through computer networks designed to 

deny, degrade, disrupt, or destroy an information system, an information 
network, or the information resident on them.” 

•	 Cyber Weapon: this paper accepts the definition created by Thomas 
Rid and Peter McBurney: “a computer code that is used, or designed 
to be used, with the aim of threatening or causing physical, functional, 
or mental harm to structures, systems, or living beings.”1Examples 
include distributed denial-of-service (DDoS) attacks and the insertion 
of malware designed to destroy information systems or the information 
resident on them.

Cyber as an Asymmetric Weapon
Military writings on cyber warfare – a subset of the larger information 
warfare umbrella – frequently cite critical infrastructures as key targets 
for military action during times of conflict, as they are seen as enablers of 
a nation state’s military capabilities.  The U.S. Department of Homeland 
Security defines critical infrastructures as “the assets, systems, and 
networks, whether physical or virtual, so vital to the United States that 
their incapacitation or destruction would have a debilitating effect on 
security, national economic security, national public health or safety, or 
any combination thereof.”2   Cyber-attacks in the information environment 
are important facets of force projection, particularly against soft targets 
such as communication systems, ports, airports, staging areas, civilian 
populations, critical infrastructure, and economic centers.   In this context, 
cyber weapons are an ideal embodiment of an asymmetric strategy: the more 
technically sophisticated a powerful nation’s information infrastructure, 
the more vulnerable it is to cyber-attacks. 
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Nation State Writings on Information Warfare
The fundamental principle of an asymmetric strategy is to convert the 
adversary’s perceived strength into its weakness.  Certainly, in no other area 
is this best exemplified than in the cyber domain where the very software and 
hardware complexities that increase military and societal effectiveness and 
productivity are also fraught with exploitable vulnerabilities. Academics and 
military theorists have been contemplating information warfare for many 
years.  In the United States, the earliest reference to information warfare 
can be attributed to Dr. Tom Rona in the 1970s.3  The first military adoption 
of this term was in 1992, when the U.S. Department of Defense published a 
more formalized definition of information warfare in its classified TS3600.1 
policy document.4 The U.S. military altered the definition throughout the 
years but the term had become part of its lexicon even if there were no 
formalized strategies to guide implementation during wartime.

The U.S. was not alone in cultivating progressive thinking on the nature 
of information warfare and how it could be leveraged for maximum effect.  
Chinese and Russian military theorists also wrote extensively on the topic.  
While initial writings seemed more of a mirroring of earlier published 
material, they did contemplate how such tools could be used as an implement 
of war. Despite cultural nuances, all agreed on the potential of information 
warfare as a weapon to bridge the differential gap between superior and 
inferior forces providing the latter with the means to strike without risking 
full force-on-force engagement. “Asymmetric” highlights this sentiment, 
and as one writer described it, is “roughly akin to the Japanese martial art of 
jujutsu, which is based on the idea that an opponent’s strength and energy 
may be used against him rather than directly opposed with strength of 
one’s own.”5  Unlike nuclear weaponry that requires significant resources 
and capability for production and management, information war and its 
instruments are easily accessible to the masses.

Chinese Writing on Information Warfare
The earliest Chinese writing on information warfare is probably the book 
entitled “Information Warfare,” published in 1985 which had later become 
an article in the Liberation Army Daily.6 However, it wasn’t until Operation 
Desert Storm that Chinese theorists saw a military using advanced technology 
to defeat an opponent.  In 1995, People’s Liberation Army (PLA) Major 
General Wang PuFeng wrote “The Challenge of Information Warfare” 
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frequently referencing U.S. information warfare efforts against Iraq.7 Another 
writer saw this battle as a “great transformation” where information and 
command and control revolutionized the battlefield.8   Scholars considered 
“information dominance” a key concept to obtaining victory in future wars.  

Two Chinese military doctrinal writings, the Science of Strategy and the 
Science of Campaigns, acknowledge information warfare as an important 
military tool for countering a superior adversary’s informational and 
technological advantages.  Influential military strategists from prominent 
Chinese military academies and schools have suggested that China’s 
military should implement cyber or precision-weapon attacks against such 
critical infrastructure targets as ports and airports.   Indeed, many of the 
more authoritarian writings regarding Chinese military thought advocate 
this course of action.  In the Science of Campaigns, the author posits that 
information warfare is to be used:

…at the critical time and region related to overall campaign 
operations, to cut off the enemy’s ability to obtain, control, and use 
information, to influence, reduce, and even destroy the enemy’s 
capabilities of observing, decision-making, and commanding 
and controlling troops, while we maintain our own ability to 
command and control in order to seize information superiority, 
and to produce the strategic and campaign superiority, creating 
conditions for winning the decisive battle. 

China’s Integrated Network Electronic Warfare (INEW) theory places 
peacetime and wartime computer network attack and electronic warfare 
under one authority. Its mission is to disrupt the opponent’s ability to 
process and use information.  The strategy is characterized by the combined 
employment of network tools and electronic warfare weapons against an 
adversary’s information systems in the early phases of a conflict.9According 
to Chinese thought, the strength of such attacks lies in its ability to surprise 
the enemy to great effect.  A controversial text authored by two then- PLA 
colonels underscores the potential of cyber-attacks against the financial 
institutions of superior states,10 particularly as a first strike option.  According 
to James Mulvenon, a noted Chinese information warfare expert, “PLA 
writings generally hold that information warfare is an unconventional 
warfare weapon, not a battlefield force multiplier… that will permit China 
to fight and win an information campaign, precluding the need for military 
action.”11
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While information war encompasses a broader space of engagement, 
cyberspace is but one part of the larger information domain.  Information 
space refers to “the sphere of activity connected with the formation, creation, 
conversion, transfer, use, and storage of information and which has an effect 
on individual and social consciousness, the information infrastructure, and 
information itself.” 12   Per China’s perspective, the main function of the 
information space is “for people to acquire and process data… a new place 
to communicate with people and activities, it is the integration of all the 
world’s communications networks, databases, and information, forming 
a landscape.”13 As such, China sees a larger threat space extending beyond 
the digital confines of the Internet.

Russian Writing on Information Warfare
Like China, Russia refers to “information space” as a holistic term.  In 
2010, the Russian government updated its Military Doctrine in which 
“cyber warfare” was notably omitted (like the Chinese, the Russians use 
the term “information” rather than the more popularized term “cyber”).  
However, there were several references to “information warfare” that by 
definition would include offensive attacks against information systems (i.e., 
computers) and/or the information resident on them.  More importantly, the 
doctrine recognized the information space as a critical area that the military 
must protect from outside threats.  This bolsters dictums in Russia’s 2000 
Information Security Doctrine, in which the protection against foreign 
harmful information and the promotion of patriotic values were identified 
as national security objectives.14Other objectives cited in the 2010 Military 
Doctrine include:15

…developing goals and resources for information warfare...…
to create new models of high-precision weapons and develop 
information support for them…prior implementation of measures 
of informational warfare in order to achieve political objectives 
without the utilization of military forces.

Russian information warfare theory is rooted in the idea that Russia 
must “respond with war to the information war waged against Russia,”16and 
covers a broad range of actions including political, economic, cultural, and 
military, to name a few.  Russian authors understand information warfare as 
influencing the consciousness of the masses as part of the rivalry between 
the different civilian national systems adopted by different countries in 
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the information space. These are put into effect by use of special means to 
control information sources as “information weapons.”17 Russia defines 
“information space” as “the sphere of activity connected with the formation, 
creation, conversion, transfer, use, and storage of information and which 
has an effect on individual and social consciousness, the information 
infrastructure, and the information itself.”18  As such, it is the technical 
(e.g., the physical destruction of an information system a la Stuxnet) and 
psychological (e.g., influencing and manipulating a population) effect of 
that space that worries Russia.

Consistent with this broad interpretation of the information space, 
Russia cites “information weapons” as weapons of concern.  By their 
very definition, information weapons can be used in domains other than 
cyber, including the human cognitive domain,19 and include geographic 
areas where the Russian language is used and a Russian diaspora exists.20   
Certainly Russia viewed the successes of the “Color Revolutions” and the 
“Arab Spring” as examples of failed information and social control.  

U.S. Writing on Information Warfare
The U.S. views cyberspace as the networks and systems that comprise its 
architecture, rather than the entire information environment akin to the 
Chinese/Russian definition of information space. The U.S. has published 
numerous strategic and operational pieces providing insight into how the 
military should operate in the cyber domain via information operations 
(IO), of which cyber operations (aka “cyber warfare”) is but one of several 
components.  The 2011 Department of Defense’s Strategy for Operating in 
Cyberspace as well as the 2012 revision of its Joint Publication on Information 
Operations (JP 3-13) reflects recent U.S. military thinking on cyberspace 
as a warfare arena. Indeed, the establishment of U.S. Cyber Command 
(CYBERCOM) is in line with the U.S. commitment to operating freely in 
cyberspace while hindering the adversary’s capabilities. According to the 
Strategy document, CYBERCOM reflects the following goals:

To ensure the development of integrated capabilities by working 
closely with Combatant Commands, Services, Agencies, and the 
acquisition community to rapidly deliver and deploy innovative 
capabilities where they are needed the most.21
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The JP 3-13 provides information as to the deployment of cyber 
capabilities.  It sets forth doctrine and guidance governing the activities 
of the U.S. military in joint operations.  According to JP-313:

Information operations (which include computer network 
operations) are designed to influence, disrupt, corrupt, or usurp 
the decision-making of adversaries and potential adversaries 
while protecting our own.22

The key difference between the writings of China/ Russia and the U.S. 
lies in a holistic interpretation versus a more narrowed perspective of the 
threat space. China/ Russia prefer to combine the human and technological 
aspects, while the U.S. focuses solely on the technological aspects. The U.S. 
views a larger IO campaign as consisting of several separate, albeit possibly 
interrelated, military capabilities, whereas China/ Russia emphasize a more 
interconnected perspective where there is no clear separation between the 
activities conducted or the effects achieved.  In this context, a cyber-attack 
can consist of malware deployment against a critical infrastructure (per the 
U.S. perception), or hostile information directed against the government 
or its populace by adversarial oppositionist forces (per the China/Russia 
perceptions).

Cyber Attack Incidents
Several high profile cyber-attacks reveal an evolution from disruptive to 
destructive force.  This is not to say that all future cyber-attacks will involve 
the destruction of information systems, only that in certain instances where 
opposing factions are entrenched in diplomatic confrontation, precedent 
has been established where destruction may be a viable option. In the 
incidents highlighted below, nation state direction or sponsorship was 
largely suspected but never proven, suggesting that if governments were 
involved in orchestrating attacks, they preferred to use them as surprise 
weapons during times of diplomatic tension, with plausible deniability, 
and in engagements with limited or non-existent force-on-force operations.

2013 South Korea Wiper Malware
In March 2013, “wiper malware” deleted data on three South Korean 
banks’ systems and their insurance affiliates, as well as three broadcasting 
organizations.  While the majority of the attacks occurred on March 20, 
evidence suggested that in some cases systems have been previously infected 
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with malware set to deploy on that date.23 The malware overwrote the Master 
Boot Record of the computers running these networks, as well as disabling 
the antivirus program from a well-known South Korean company.24 The 
attack was estimated to have compromised 48,000 computers.25

This event marked the fourth in a series of well publicized attacks 
employing wiper malware, the first being the April 2012 wiper malware 
against Iran’s Khang Island facility, the second being the Saudi Aramco 
incident, and the third being the Qatari RasGas incident.  Notably, this 
indicates a shift toward more destructive attacks by non-state actors during 
times of political tension. Like the Aramco incident, a previously unknown 
group (“WHOIS”) claimed responsibility,26 though the reliability of this 
attribution was called into question due to the questionable history and 
demonstrated capability to execute this level of attack.

South Korean officials believed North Korea military intelligence units 
were responsible, operating from Chinese IP addresses.27 In the frameworks 
of the prolonged north-south conflict, political and diplomatic rhetoric 
has often spilled into the cyber domain at least since 2009 when botnets 
directed DDoS attacks against South Korean and U.S. websites.28  Prior 
to March 2013, North Korea ramped up its threats against South Korea 
and the U.S. during the March 11-21 joint Key Resolve military exercises 
(which occurred right after the North Korean testing of its nuclear device in 
February 2013).29  If North Korea was behind the attacks, they represented 
a divergence from a usually robust albeit benign DDoS activity. More 
importantly, the incident signaled to Seoul that the North was capable of 
conducting destructive cyber-attacks if it perceived transgressions against 
established “norms” between the two governments.

2012 Saudi Aramco Wiper Malware
In August 2012, a virus erased data on three-quarters of the corporate 
computers of Saudi Aramco, Saudi Arabia’s national oil company, largely 
considered the world’s most valuable company.30 The malware was designed 
to accomplish two objectives: 1) replace the data on hard drives with an 
image of a burning American flag and report a list of infected addresses back 
to a computer inside the company’s network, and 2) wipe the memories 
of the infected computers.31  Labeled “Shamoon,” the virus destroyed the 
hard drives on 30,000 computers.32
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The event’s significance lay in the fact that malware was purposefully 
deployed to destroy as many computer hard drives as possible in a company 
involved in critical infrastructure.  The malware’s sophistication is debatable; 
then-U.S. Defense Secretary Leon Panetta referred to the Shamoon virus as 
a very sophisticated tool,33  while other security researchers from Kaspersky 
Lab suggested that coding errors in the code were indicative of amateurish 
work and the malware could have been more destructive.34 The virus was 
released against Aramco the day before one of the holiest nights of the 
Islamic year.35  This suggests that the attackers wanted to enhance operational 
success, correctly estimating that there would be limited monitoring during 
this period, allowing time for the virus to deploy and spread.  The attack 
impacted oil production as well as business practices of the company as 
some drilling and production data was probably lost.36 According to one 
source, it took ten days to replace infected hard drives.37

Though a previously unknown activist group called “The Cutting Sword 
of Justice” claimed responsibility for the attack, stating that it was a response 
to Saudi policies in the Middle East,38 many people including unnamed 
U.S. government officials suspected Iranian involvement.39 If Tehran 
was the orchestrator, it preferred to engage Saudi Arabia covertly using a 
proxy in order to maintain plausible deniability, particularly as the attack 
directly targeted a major global oil producer and critical infrastructure. 
While there has been no international consensus as to what constitutes 
a “red line” in cyberspace, it would stand to reason that the purposeful 
destruction affecting a global enterprise would be considered an act of force 
as defined by the International Humanitarian Law of Armed Conflict, which 
regulates the conduct of armed hostilities between nation states.  In this 
context, the targeting of Saudi Aramco – a symbol of Saudi power – could 
be interpreted as an Iranian signal to Riyadh of its discontent regarding 
Aramco benefits from U.N.-imposed sanctions on Iran, as well as Riyadh’s 
perceived collaboration with the U.S. over Iran’s nuclear aspirations.

2010 Stuxnet Attack on Iranian Centrifuges
Stuxnet is believed to be closely related to three other equally, if not more 
sophisticated, malware items known as Duqu, Flame, and Gauss.  Since 
their purposes are more consistent with cyber espionage, they are not 
included in the current paper. 
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In 2010, Tehran disclosed that a cyber-weapon, coined “Stuxnet” by a 
Microsoft researcher, had damaged gas centrifuges in an Iranian uranium 
enrichment facility. Stuxnet was described as a “highly sophisticated” and 
complex application designed for the sole purpose of sabotaging uranium 
enrichment centrifuges controlled by high-frequency converter drivers 
used by the uranium enrichment facility at Natanz.40  Approximately 1,000 
centrifuges were impacted by the malware, causing them to spin out of 
control and ultimately require replacement.41

Stuxnet was significant in that it was the first incident of a cyber-weapon 
created and deployed with the intent of degrading, disrupting, and destroying 
a specific information system.  Perhaps more importantly, the malware’s 
sophistication, as well as its clandestine appearance on an industrial control 
system network air-gapped from the Internet in a secured environment 
pointed directly at nation state sponsorship.  Despite being discovered in 
2010, Stuxnet is believed to have been deployed as early as 2009,42 indicating 
that a surreptitious delivery against this target was a successful approach.  
No other group assumed responsibility.

Iran had made it clear on several occasions that it intended to exercise 
its sovereign right to develop its nuclear program for peaceful purposes,43 
causing great concern for the U.S., as well as other Western and Middle 
Eastern states, and even Iran-friendly China and Russia.44 While Stuxnet 
remains officially unattributed to any government, it is widely suspected 
to be the result of a U.S./Israel partnership.45  The successful deployment 
negated the need for a conventional military strike that risked escalatory 
retaliation.  If the U.S. was behind Stuxnet, the incident could be interpreted 
as a U.S. signal to Iran that Washington remained committed to not allowing 
Iran to enrich uranium for weapons purposes, demonstrating that it was 
able to reach out and gain access to a sensitive and well protected facility 
with a weapon of destruction.46.

2008 Georgia DDoS Attacks
In August 2008, Russian forces invaded Georgia as a result of Tbilisi’s 
decision to launch a surprise attack against separatist forces in South 
Ossetia.47  Prior to the Russian counter invasion, cyber-attacks were already 
being launched against Georgian governmental websites.48  Lasting for most 
of August, these digital attacks consisted mostly of website defacements 
(particularly against government websites) and DDoS attacks that targeted 
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media sites, financial institutions, a Georgian hacker community site, and 
Georgian government sites.49

The cyber-attacks were notable for one main reason: they coincided 
with the Russian military invasion.  In many ways, the 2008 cyber-attacks 
were very similar to the 2007 attacks: defacements and DDoS targeted the 
private and public sectors. The uniqueness of these attacks lay in their 
coordination and intensity, as opposed to gradual coordination as was the 
case in Estonia.50  If the same actors or types of actors were involved, they 
made adjustments to their attack methodology for maximum effectiveness.

Like in Estonia, the attacks were attributed to Russian nationalistic 
hackers, with Moscow suspected as being their sponsor.51  If Moscow was 
again the orchestrator, these attacks could be interpreted as a “lessons 
learned” exercise in targeting a country via cyber weapons.  While 
infrastructure was the main target in Estonia, media and news organizations 
were the prime victims in Georgia.  By targeting these outlets, the attackers 
sought to control Georgia’s information space and prevent anti-Russian 
sentiment from being broadcast, a Russian information warfare concept 
conveyed by leading Russian information warfare theorists such as Igor 
Panarin.52  Ultimately, however, these efforts to control information failed, 
with many believing that Georgia won the information war.53  Nevertheless, 
this incident demonstrated that even during force-on-force engagement, 
Moscow preferred to maintain plausible deniability.  One would think 
that once physical strikes were conducted, the need to conceal cyber 
operations – particularly if they were not seeking to destroy information 
systems or the information resident on them – would be moot, especially 
when considering a nation state that is equal to the U.S. in cyber capability.54  
Nevertheless, the Georgian DDoS attacks signaled to Russia’s neighbors 
and former states that they may be targeted by the same type of activity 
should their governments enter heightened periods of diplomatic tension 
with the Russian Federation. 

Actual Military Conflict
Not all military-on-military or force-on-force engagements featured cyber-
attacks as a primary or supporting military component.  This bears noting 
given that some of the countries involved are capable actors known to have 
formalized doctrinal writings on how cyber-attacks could and should be 
used in conflict scenarios.  While the absence of strategic cyber-attacks 
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could be interpreted as a lack of viable strategic cyber targets, evidence 
suggests they were not employed largely because no strategic advantage 
would be gained, thereby calling into question the efficacy of cyber-attacks 
as viable weapons to achieve similar results as conventional weapons.

2014 Israel-Hamas Crisis
In July 2014, Israel launched a missile at Gaza’s only electricity plant causing 
the termination of all electricity in the area, which would worsen existing 
problems with water and sewage, according to press reports.55    The use 
of conventional weapons against this target could have been prompted by 
Israel’s inability to successfully target the plant via cyber means.  However, 
this seems implausible based on Israel’s reputation as a leading cyber power 
and its suspected involvement in some well publicized cyber incidents 
such as the 2012 cyber-attacks targeting a power plant and other Iranian 
industries,56  the 2010 Stuxnet attacks against Iranian nuclear centrifuges,57  
and the 2007 cyber-attacks against Syrian air defense systems.58 In order to 
achieve the strategic objective of disabling a key target, it can be inferred 
that the implementation of kinetic weapons was preferred as a more reliable 
course of action to support the immediate objectives of the mission.  

2014 Ukraine-Russia Crisis  
During the 2014 Ukraine-Russia crisis, the Ukrainian telecommunications 
company Ukrtelecom reported that armed men raided its facilities in Crimea 
on February 28 and tampered with fiber optic cables, causing outages of 
local telephone and Internet systems.59    Given assessments of Russia’s 
proficiency in cyber operations,60 as well as the fact that much of Ukrainian 
telecommunications was built when it was part of the Soviet Union, one 
would think that a cyber-attack would be a feasible course of action given 
knowledge of the target and the benefits of disrupting cyberspace.  Previous 
Russian nationalist hacker activity (e.g., 2007 Estonia and 2008 Georgia) 
would further suggest that such an action could have been viable, if not 
preferential.  However, cyber-attacks against the Ukraine did not ensue.  
Furthermore, while open source reports referenced “cyber skirmishes” 
transpiring between pro-separatist and pro-Ukraine interests, as of June 
2014 there was no evidence of significant activity impacting key critical 
infrastructure or command-and-control targets.
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2013 Syrian Civil War
According to a 2014 New York Times article, when Syria experienced an 
uprising against its government, the Pentagon and the National Security 
Agency developed a battle plan that featured a sophisticated cyber-attack on 
the Syrian military and President Bashar al-Assad’s command structure.61  
However, according to the same article, President Obama turned it down 
(as well as other conventional strike options) based on the limited strategic 
value of the mission, coupled with the untested ability of cyber weapons 
during a military conflict.62  The Obama administration remained unsure 
whether cyber weapons were a useful military tool, or if they should be 
reserved for covert operations.63

2011 Libyan Civil War
In 2011, the U.S. considered deploying cyber weapons against Libya.  
According to open source reports, the goal would have been to break 
through the Libyan government’s firewalls to sever military communications 
links and prevent early-warning radars from gathering information and 
relaying it to missile batteries aimed at NATO warplanes.64  However, 
once the U.S. militarily committed to the use of force, the U.S. relied on 
conventional weapons to accomplish the same task.  While there has been 
some debate as to the reason behind this (two popular beliefs are that the 
U.S. did not want to show its capabilities, and it did not want to be the first 
to use cyber-weapons in this manner),65 perhaps a more pressing concern 
was whether or not cyber-attacks could have achieved the same level of 
military effectiveness as conventional missile strikes.

Conclusion
There is little doubt that foreign governments are developing cyber 
capabilities, whether to bolster their respective intelligence collection 
apparatuses or as instruments of nation state power.  The military and 
academic writings of three prominent nation states advocate the use of 
cyber weapons, particularly against critical infrastructures, in time of 
state conflict.  History is ripe with incidents in which a military targeted 
an adversary’s critical infrastructures during wartime for both tactical and 
strategic advantage.  Therefore, it follows that computer-based weapons 
could be leveraged in a similar manner.
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Nevertheless, most of the observed cyber activities executed against 
state targets have come during times of diplomatic tension and conducted 
largely by non-state actors operating as state proxies. Cyber-attacks have 
been most effective as first-strike weapons benefiting from surprise and the 
anonymity afforded to them by the difficulties of attribution. In conflicts 
where military forces were involved (and therefore the need for non-
attribution is less important), there were limited instances where cyber-
attacks were implemented as either a decisive or supporting component 
to achieving a military objective.  In most cases, physical strikes were the 
chosen course of action, perhaps as a more reliable and expedient alternative.  

In the immediate future, it appears that cyber weapons are better built for 
surreptitious activity and state signaling rather than as imposing wartime 
game-changers.  That is not to say this will not change in time, but it is going 
to require nation states to actually use them during conflict, experience the 
problems that occur during their deployment, and apply lessons-learned 
to improve their effectiveness.  Thus far, this has not been done begging 
the question: do cyber weapons have a role in conflict?  As militaries 
include technology into their operations, the answer is “yes” – just not a 
resounding one.
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The Effect of Cyberwar Technologies on 
Force Buildup: The Israeli Case

Gil Baram 

The past decade has witnessed rapid developments in computers and 
information technology, leading to far reaching changes in almost all 
areas of life, including the military and defense spheres. Many changes 
have occurred in the nature of warfare and the design of military forces, 
owing, among other things, to developments in strategic thinking and the 
formulation of military doctrines that are tailored to a changing reality. 
In the 1990s, attempts to assess the consequences of the transition to the 
information age for defense endeavors led to the emergence of the notion 
of a “revolution in military affairs – RMA.” This notion was conceived as 
a result of new technological innovations that improved the quality and 
availability of intelligence, the flow of information, and the precision of 
weapons. In the ensuing years, especially in the 21st century, advanced 
technologies for cyber warfare were developed, changing the face of the 
battlefield and the pattern of modern military action.

The cyber technology used in warfare affects the way the latter 
is conducted. A country possessing this technology enjoys battlefield 
superiority, high quality and comprehensive intelligence, a precise and 
rapid attack capability, the ability to protect essential infrastructures, 
enhanced command and control capabilities, and so on. These capabilities 
contribute to a nation’s power, and strengthen its national security. Cyber 
warfare technologies have the potential for enormous advantages, along 
with new and unfamiliar risks. Given the sweeping innovation in this 
field, the understanding of its nature and consequences has only begun.

Gil Baram is a Masters student in Security Studies at Tel Aviv University and a 
research fellow at the Yuval Ne’eman Workshop for Science, Technology, and 
Security.
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Many countries, headed by the US and Israel, have intensified their 
cyber activities in recent years. While this activity constitutes a source of 
strength for them, it also exposes their weak points; this is because the 
infrastructures essential for the functioning of each country have become 
dependent on computers. Discovering the optimal way of handling the 
threat posed by the technological development of cyber warfare has been 
a key challenge facing Israel in recent years.1

Israel’s national interest focuses on maintaining its security against those 
seeking to harm it and undermine its very existence. This interest, along 
with Israel’s geopolitical location, necessitates superiority in cyberspace 
as an integral part of its ability to defend itself against conventional and 
cyber attacks, and an integral part of its deterrent attack capability in the 
Middle East theater and beyond.

Israel is considered a global leader in its ability to handle cyber attacks. 
A comprehensive report that examined the preparedness of 23 countries in 
the cyberwar sphere accorded Israel the highest rating – four and a half stars 
out of five. The report indicates that at any given moment, Israel is subject 
to about one thousand cyber attacks. This figure particularly impressed the 
writers of the report, who praised the Israeli defense systems and noted 
that Israel was well prepared to deal with a cyber attack against it.2

The development of Israel’s operational capabilities in the field of cyber 
warfare is a key element in maintaining its national strength. Its economy, 
industry, security, education, and preservation as a democratic, open, and 
established society depend mainly on its ability to protect its essential 
computer networks against an attack liable to disrupt its way of life. The 
increasing reliance on computer systems in Israel and throughout the world 
has brought new challenges with it, demanding immediate solutions at 
the national level.3

The aim of this article is to present the role of cyber warfare technology 
in Israel’s security doctrine and to examine Israel’s preparations for dealing 
with the cyber threat by evaluating three necessary levels: (1) formulating a 
regular strategy for handling the threat posed by the development of cyber 
warfare technology; (2) allocating resources and budgets; and (3) effecting 
changes in the manner in which Israel builds its forces. An assessment of 
government publications will presumably demonstrate the importance of 
this topic for decision makers and the resources they allocate for dealing 
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with it. The aim here is to portray the situation in Israel and attempt to 
point out the existing gaps in this field.

The article is based on current literature on the subject as well as 
unclassified public information that includes newspaper reports, press 
releases, government documents, and interviews with key people in the 
field. There are few official publications in Israel that deal with how to 
handle the cyber threat, especially in comparison with Israel’s cyber attack 
capabilities. Therefore, given the nature of security in Israel, one can 
assume that a great deal of information on cyber operations and their 
budget allocations remains classified.

A number of difficulties encountered in this research are attributable 
to the fact that since this research field is relatively new, there is still not 
sufficient historical knowledge on the subject of the effect of the development 
of cyber warfare technology on changes in the existing strategies and the 
way forces are built. Nevertheless, because the field is very important, it is 
preferable to begin studying it in depth despite the existing knowledge gaps. 
While this study focuses on cyber warfare, which comprises the country’s 
defensive and offensive preparations, it does not deal with the use of 
computers for communications and warfare management. Since computers 
are currently used in many communications and military operations, this 
area is very wide-ranging, and exceeds the scope of this article.

The Role of Cyber Warfare Technology in the Israel Security 
Concept
The many changes that have occurred in cyber warfare technology are 
challenging the current defense doctrine, and necessitate a renewed 
assessment of its basic concepts. A situation has emerged in which protecting 
essential energy, water, computer, communications, transportation, and 
economic infrastructures is of supreme importance in the civilian and the 
defense sectors alike. The necessary adjustments in the defense doctrine 
should therefore be made in order to be able to provide a solution to the 
new threats.4

In April 2006, a proposal was submitted to then-Minister of Defense Amir 
Peretz for a revision of Israel’s security doctrine. A committee headed by Dan 
Meridor whose members included the chairman of the National Security 
Council, the head of the Israel Security Agency, the official responsible for 
security in the defense establishment, and others prepared the proposal. 
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The committee report indicated that Israel had entered an era of major and 
rapid strategic changes, including far-reaching technological changes.5 
Among other things, the committee recommended adding defense to 
the three traditional elements (deterrence, alertness, and decision),6 and 
recommended in particular the procurement of unmanned aerial vehicles 
and the protection of the national computer systems against penetration 
by hostile parties.7

In the wake of the committee’s discussions, the possibility of adding a 
fourth basic term to the “security trio,” namely, “defense” or “protection,” 
was raised.8 Israel did in fact invest a large proportion of its budget and 
defense efforts in passive protection. In addition to passive protection tools, 
the “defense” idea was expanded to include tools for attacking individual 
targets aimed at thwarting high trajectory barrages and terrorist attacks 
below the escalation threshold.9

Defense is of supreme importance in the realm of cyber warfare because 
effective defense ensures that a country’s essential computer systems 
continue to operate. Furthermore, advanced cyber capabilities enable a 
country to protect its critical infrastructures effectively, thereby providing a 
solution to the need for an active defense, as noted in the Meridor Committee 
report.

For a long time, it was common practice to refer to the protection of 
computer systems as “information security,” reflecting the idea that the 
most important thing to be protected was sensitive information (classified or 
business information). Over the years, this approach evolved to encompass 
other threats besides an attack on information: disruption of services, 
paralysis of essential computer-based processes, and so on. At the national 
level, the concept of protecting computer systems has been extended, and 
can now be called “cyber defense.”10

Since the committee report was published, the use of cyber technology 
for various warfare needs on the battlefield has risen steeply. It would 
therefore be appropriate to assess the role of cyber warfare technology in 
the processes of updating Israel’s security doctrine.

A look at the history of Israel’s wars reveals that technology has played 
a more important role from one war to the next, and has become more 
sophisticated with time. Basic differences exist between Israel and Arab 
countries, and there is a clear quantitative asymmetry. If we take the major 
quantitative gaps into account, Israel’s relative advantage in diverting warfare 
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to the technological plane stands out. It is easier for Israel to contend with 
the Arab world in sophisticated air battles and cyber operations (according 
to foreign sources) than in throwing stones or hand to hand fighting. The 
quantitative gaps become less significant and high quality weapon systems 
and personnel become more valuable when more advanced technologies 
are involved. The IDF excelled at identifying the great potential inherent 
in computers, and began using various types of computer warfare as early 
as the 1990s.11

Dealing with the threat posed by cyber warfare technological 
developments fits in with the Israeli security doctrine: home-grown Israeli 
capabilities are used, relying on “Jewish” developments and inventiveness 
in combination with global technologies. This field is well known to young 
people living in Israel, which was dubbed the “start-up nation,”12 and is 
based on the importance of quality over quantity.

It is evident that the three original pillars of the Israeli security doctrine 
are relevant for dealing with the cyber threat:
a.	 Deterrence. Advanced cyber capabilities will enable Israel to create 

deterrence against its enemies. One example is the Stuxnet virus, 
attributed to the US and Israel, which was perceived as a major advance 
in the two countries’ cyber attack capabilities and the power of their 
effect, was widely reported in the global media, and helped strengthen 
Israeli deterrence.13

b.	 Warning. Cyber capabilities enable Israel to amass a large volume of 
information about its enemies while simultaneously denying them 
access to its own stores of information. Israel can thus be effectively 
alerted to their intentions against it.

c.	 Decision. Israel is one of the world’s leading countries in cyber capabilities. 
These capabilities afford it an advantage in battle through the use of 
advanced cyber tools, which can tip the outcome in its favor. It is 
important to note that both the concept of deterrence and the concept 
of decision in the cyber sphere are elusive, and their significance in a 
cyber context has not yet been fully realized. Nevertheless, it is now 
clear that cyber superiority combined with advanced kinetic capabilities 
is likely to prove decisive in battle.

From Israel’s inception until the present day, its security doctrine has 
rested on the principle that quality is more important than quantity. Cyber 
warfare technology is consistent with this principle: the use of cyber tools, 
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which requires the training of expert manpower rather than the exertion 
of great physical force, facilitates operations that help bolster Israel’s 
deterrent capability, and garners it great prestige in the international arena.

Thus it appears that integrating cyber warfare capabilities into Israel’s 
security doctrine can be relatively simple, if indeed this is done soon. These 
capabilities are consistent with the three basic principles on which the 
security doctrine is based. Furthermore, developing independent cyber 
warfare capabilities and tools clearly embodies the principle of quality 
over quantity: all that is necessary is a high level of trained manpower for 
developing systems that make it possible to carry out operations against 
remote targets without risking human life and without requiring many 
resources.

Formulating a Regular Strategy for Cyberspace
The cyber threat is a result of the critical role played by computer systems 
in the national infrastructures and everyday life. This virtual space was 
generated by the decentralized development of various systems and sectors 
in the context of accelerated economic and technological development, 
without any significant connections to security. When the need to deal with 
the security aspects of the cyber realm arose in recent years, it sparked the 
question of who was responsible for its security.14

Information security and protection of computerized infrastructures are 
not new topics in Israel. Israel was one of the first countries in the world to 
recognize the importance of protecting essential computer systems. As early 
as 1996, the government made decisions about the best method of defense 
against cyber attacks.15 The Tehila Project (“Government Infrastructure for 
the Internet Age” – The Governmental Internet Service Provider), whose 
purpose was to protect the connections of government ministries to the 
internet and provide secure internet surfing for government ministries, was 
launched in 1997.16 Later, in 1998, the Law for Regulating Security in Public 
Organizations, which dealt with defining essential computer systems and 
their security, was enacted.17

The Decision to Establish a National Information Security Authority
Israel does not have a regular publication in which it publishes its policy 
vis-à-vis dealing with the cyber threat. Most of the existing information is 
based on media reports and academic research. At the same time, a number 
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of published official decisions are shedding light on the situation. In February 
2002, a ministerial committee for national security made a decision on 
the subject of “Responsibility for Protecting Computer Systems in Israel” 
(Decision B/84). This decision designed the outline for the protection of 
critical computerized infrastructures in Israel, thereby providing a basis for 
implementing the Israeli response to the cyber threat to essential national 
computer infrastructures. The decision provided for the establishment of 
two special agencies: a steering committee for regular examination of the 
identity of public and private entities essential for Israel’s functioning, and 
a national authority for the protection of computerized systems.

Following the ministerial committee’s decision, a steering committee was 
immediately convened, headed by the chairman of the National Security 
Council. The steering committee’s goal was to formulate an array of measures 
for the protection of the country’s essential computer systems. The committee 
set forth the principles of the protection doctrine, the threats involved, and 
the agencies that would be obliged to take protective measures.18 It also 
acted as a team for guiding the National Information Security Authority 
for securing computer infrastructures in the Israel Security Agency (ISA).

The National Information Security Authority, which was established 
the same year, operates in the framework of the ISA Law. The Authority 
guides the entities defined as essential in matters of computer security and 
protection of networks, and supervises the implementation of information 
security and protection. It is also authorized to enforce sanctions against 
entities that fail to comply with its guidelines. Significantly, the various 
security agencies take independent action to protect critical infrastructures 
without any official guidance from the Information Security Authority.19

The Decision to Establish the Israel National Cyber Bureau
In November 2010, the Prime Minister authorized National Research and 
Development Council chairman General (ret.) Prof. Isaac Ben-Israel to 
present a working plan for a national initiative for coping with the cyber 
threat.20 The initiative team’s recommendation included the establishment 
of a national cyber defense bureau for promoting cyberspace defense in 
Israel (recommendation 1A) and expanding the ISA’s authority to the 
civilian sector.21

The key document in the matter is the Cabinet resolution of August 
7, 2011 on the subject of “promoting national capability in cyberspace.”22 
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This decision provided for the founding of the National Cyber Bureau, and 
established its goal as “promoting national capability in cyberspace and 
improved handling of its current and future challenges.” One of the Bureau’s 
jobs is “to recommend a national cyber policy to the prime minister and 
the government, provide guidance for the relevant parties concerning the 
policy decided… implement this policy, and control its implementation.”23 
The decision to establish the bureau, which was announced publicly, 
indicated significant progress in the government’s handling of the cyber 
threat, and constituted a turning point on the issue.

While government agencies, military branches, and defense establishment 
entities are protected under the law, most of the business sector and ordinary 
civilians remain without adequate protection in this area. The business 
sector is not subject to official supervision, and is not subordinate to any 
national agency whatsoever that is responsible for checking its ability 
to handle an attack on its essential computer systems in an emergency. 
This is a significant weak point for Israel, whose economy depends on 
the production and export power of its business and industrial sector.24

Decision makers in Israel expect the next war to include the use of 
cyber warfare tools. In spite of this, there is currently no official agency 
in Israel directly responsible for the protection of the business sector. It 
is true that a national authority cannot replace the managers responsible 
for their businesses, but since some of the private organizations in the 
economy provide essential services for the continuation of normal life on 
the home front, there are grounds for government intervention in guidance, 
regulation, and supervision.25

With the establishment of the National Cyber Bureau, its chairman, Dr. 
Eviatar Matania, stated that in his opinion, there were five areas concerning 
cyberspace in which the state should intervene:
a.	 Creating a system-wide perspective on the national level: Cyber defense 

requires multi-system assessment because public systems and private 
and business systems are highly interdependent.

b.	 Pooling of resources, actions, and information: Pooling means 
consolidating resources from various sources into a single integrative 
entity for the sake of handling the threats facing Israel in an optimal 
manner.

c.	 Creating international cooperation: Israel should take the initiative in 
creating such cooperation by partnering with allies throughout the world.
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d.	 Creating an arrangement in cyberspace: Standardization, licensing, 
and approval, as well as introducing a system in which organizations 
and individuals are able to protect themselves according to clearly 
defined standards.26

e.	 Promotion of processes by the state: Just as the state acted in the 1960s 
to promote aviation in Israel by establishing an aeronautics faculty at 
the Israel Institute of Technology (Technion), so it should supply tools 
and leverage as incentives for academic and industrial development 
in the cyber field.27

According to Matania, the goal of the National Cyber Bureau is to draft 
a general plan of action in the field of cyber defense: strengthening security 
in organizations by creating an arrangement tailored to the databases, 
encompassing various sectors, as well as an individual arrangement for each 
sector. Another element involves devising national programs, cooperation, 
and information sharing, especially between the defense and civilian 
systems.28

The substance of the Bureau’s activity concerns the regulation, integration, 
and promotion of general government activity affecting the cyber realm 
from a broad perspective, both military and civilian. The Bureau acts in 
the spirit of the Cabinet decision, together with the relevant entities, to 
formulate a defense policy, devise a national defense doctrine, and generate 
cooperation between all the entities operating in the field. It also formulates 
comprehensive programs and constructs mechanisms for nurturing human 
capital in the cyber field; develops technological and research infrastructures 
in the universities and industry; promotes cooperation among the private 
business sector, the public sector, industry, the universities, and the defense 
establishment; promotes public awareness of the cyber threat, and so on.29

All this activity indicates that Israel has correctly identified the looming 
threat to its national infrastructures, and has acted to set up a defense 
apparatus at the national level. Two watershed events were the establishment 
of a national information security authority in 2002, and the Cabinet decision 
in 2011 to “promote national capability in cyberspace” and to establish the 
National Cyber Bureau. Nevertheless, the Israeli government has not yet 
disseminated a regular and unified strategy in this matter to the public.

Israel is one of the world’s leaders in cyber capabilities. Typically, 
however, this is not appropriately reflected in the institution of a regular 
strategy or in a clear statement of an official course of action. It appears 
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that Israel has yet to formulate a strategy in this field,30 and that most of 
the information comes from press releases and media reports, rather than 
from official government sources. The government has taken an official 
decision in the matter, but has not yet published an orderly strategy.   

Allocation of Resources
This section will examine the budget and resource allocations for coping 
with the threat posed by the development of cyber warfare technology, 
on the assumption that a budget assessment will make it possible to draw 
conclusions about the importance of the subject for decision makers in Israel.

In 2007, the National Research and Development Council initiated 
and financed research on the topic “Indices for Science, Technology, and 
Innovation in Israel,” in cooperation with the Central Bureau of Statistics. 
The purpose of the study was to examine the budget allocations for scientific 
and technological matters in Israel. The study showed that Israel had spent 
NIS 30 billion annually on civilian research and development (R&D) over 
the past decade. An examination of the proportion of GDP invested in 
R&D showed that Israel led the world in 2009 – 4.3 percent, as compared 
with a 1.8 percent average in Organization for Economic Cooperation 
and Development (OECD) countries. Most of this investment in Israel 
(79 percent) comes from the business sector. Direct government spending 
on civilian R&D totals NIS 5 billion, in addition to the funds allocated for 
R&D in the defense sector.31 

The figures show that Israel and its business sector invest considerable 
amounts in R&D in the technological field. To this can be added the various 
budgets distributed over the past year for R&D in applied and theoretical 
topics in the cyber sphere.32 The total figure means that we can assume that 
R&D in the cyber field is being budgeted because its growing importance 
for the nation’s security has been acknowledged. The exact allocations 
have not been publicly disclosed. 

One of the principal items in the 2011-2012 state budget consists of 
allocations for the “defense and public order category.” This category 
includes the allocation from the general state budget for defense and 
public order. Funds from this budget are allocated to various defense 
agencies responsible for the cyber sphere. The budget for this category 
totaled NIS 61.8 billion in 2011 and NIS 63.4 billion in 2012. From these 
sums, the highest amount was allocated for spending on activities of the 
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Ministry of Defense, which accounted for 18 percent of the total budget 
spending.33 It can be assumed that the Ministry of Defense also invests 
considerable amounts in the development of cyber warfare by agencies 
for which it is responsible.

Another recommendation by the National Cyber Initiative team was 
to establish a national R&D program for building cyber capabilities in 
cooperation with the defense establishment, the universities, and industry. 
The plan included a recommendation for directing the existing national 
resources and adding resources where necessary. The aim of all this is 
to place Israel among the five leading countries in the world in cyber 
capabilities by 2015.34 While this does not necessarily involve military-
security development, it is highly probable that at least some of the money 
will be allocated to cyber security development.

The Cyber Bureau Budget
In the August 2011 Cabinet decision to establish the National Cyber Bureau, 
it was decided that an allocation for the bureau would be made, via the Office 
of the Prime Minister, from Ministry of Finance sources.35 The full budget 
allocated for the Bureau’s activities is not mentioned in the decision – only 
a minor amount (NIS 4.5 million) allocated for “establishing and operating 
the Bureau” in 2011.

The Cyber Bureau budget is currently NIS 2.5 billion for the next five 
years – about NIS 500 million per year. Of this, NIS 100 million will be 
allocated from the state budget as a designated amount for the Cyber 
Bureau, and NIS 400 million will be given following a process of pooling 
money from various sources.36 According to Major Tal, a senior figure in 
the Cyber Bureau, the Prime Minister regards the cyber field as being of 
the greatest importance, and is actively promoting it. There is a desire to 
develop the field, and the budget allocations reflect this. The cyber threat 
is gathering steam, and a long term program to guarantee its budget is 
being planned.37

A May 2012 Knesset Finance Committee meeting explicitly allocated 
money for the continuation of the Bureau’s activity, in addition to the 
already allocated budget.38 The Bureau’s request, as submitted for the 
Committee’ approval, included NIS 12 million for two main items. The 
first was an operating budget, including payment of salaries to Bureau 
staff, the creation of computer infrastructures, and physical security for 
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the classified agencies required for infrastructures of this type. The second 
was the initial budget funding for the Bureau’s regular activity.39

In recognition of the importance of links among the universities, industry, 
and the Cyber Bureau, the Bureau, in cooperation with the Ministry of 
Science and Technology, allocated NIS 50 million over three years for 
scholarships and research in various sub-sectors of the cyber sphere in 
order to make Israel a global leader in the field.40 In addition, the Chief 
Scientist of the Ministry of Industry, Trade, and Labor announced an NIS 
80 million allocation for Project KIDMA41 for the purpose of promoting 
R&D and entrepreneurship in cyber security.42 Here, too, one can assume 
that some of these scholarships will be allocated to areas dealing with 
cyber warfare.

Given the paucity of statements dealing with this budget, it is difficult 
to make an accurate estimate of government investment in Israel for the 
purpose of coping with the cyber threat. Nevertheless, the figures presented 
above show that the threat posed by the development of cyber warfare 
technology has not escaped the attention of Israeli decision makers, and 
that considerable resources are being channeled into this field.

Public disclosure of cyber budget allocations began in 2011. Taking 
into account the defense establishment’s leading role in the handling of 
cyberspace over the past decade and the secrecy surrounding it, it is almost 
certain that various allocations in this field are not openly publicized. At 
the same time, following the official Cabinet decision in August 2011 to 
establish the National Cyber Bureau, information about allocations for 
military buildup and R&D in the field began to be made public.

Changes in Force Buildup
Cyber warfare technology has altered the weapon systems used on the 
modern battlefield, rendering them more precise and effective. Following 
the many changes that have taken place in Israel’s external environment, 
the security challenges facing it have multiplied, and the importance of 
intelligence in Israel’s security doctrine has increased. Israel is now at the 
forefront of technology, and has integrated cyber technology tools on all 
fronts in order to deal with the threats against it.43

Developments of this type have had a considerable effect on the principles 
of warfare and the changes that have occurred in the structure of armies, 
including the IDF. Upon examining the role of technology in Israel’s wars, 
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Prof. Ben-Israel asserted that a more technologically advanced battlefield 
signifies that flexibility and versatility play a more crucial role in modern 
warfare. For example, the Yom Kippur War clearly demonstrated that 
constructing electronic weapon systems against the enemy’s known threats 
was insufficient; it is necessary to construct them so that they will be able 
to handle changes made by the enemy in the electronic parameters of its 
systems during the course of the fighting.44

Following is an analysis of the principal changes in the government and 
defense establishment agencies in Israel, given the growing recognition 
of the risks resulting from the development of the cyber threat and the 
appearance of cyber technology on the battlefield.

The National Cyber Bureau
In August 2011, the Prime Minister announced the establishment of the 
National Cyber Bureau, whose main function is to strengthen capabilities 
for the defense of Israel’s critical infrastructure systems against terrorist 
cyber attacks by either foreign countries or terrorist groups.45 The Bureau, 
which has been operating for over 18 months and is in the throes of a 
growing process, currently consists of four main departments: security, 
civilian, intelligence and situation assessment, and organization and policy. 
In addition, a control room that operates 24/7 and is in continuous contact 
with the security agencies dealing with the field has been established in 
Jerusalem. The control room facilitates a comprehensive perspective of all 
the threats as well as the possibilities for coping with them, so that when 
a cyber attack against one agency takes place, it will be possible to know 
in real time which other agencies should be protected.

The Cyber Bureau is responsible for three main areas:
a.	 Formulating Israel’s official security doctrine in cooperation with 

the agencies responsible for defense. The doctrine operates on two 
levels: increasing the general level of security and increasing the level 
of national security.

b.	 Developing infrastructures and promoting Israel’s leading position 
in the cyber field, among other things by increasing its human capital 
and supporting the topic of scholarships for cyber-related research.

c.	 Taking the lead in national cyber processes, such as by regulating the 
security market, creating national security infrastructure through 
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legislation and emergency exercises, bolstering relations with various 
countries, and so on.46

The decision to establish the Bureau was an important step in Israel’s 
engagement with the cyber challenge. It is still vital, however, to ensure 
that the Bureau acts according to a national strategy, to be formulated as 
soon as possible. Given Israel’s procrastination in setting an orderly and 
publicly declared strategy, it is highly important that the Bureau be granted 
wide-ranging authority. Only then can it begin to narrow the national gap 
in comprehensive strategic management of all the civilian and military 
entities operating in the cyber sphere.47

The National Information Security Authority
The oldest entity dealing with the various aspects of information security is 
the National Information Security Authority, a branch of the Israel Security 
Agency (ISA). This authority grew out of a unit that handled conventional 
information security for decades, until it became responsible in 2002 for 
instructing all the national civilian infrastructure entities in defending 
against a possible cyber attack.

The ISA was legally sanctioned to regulate agencies like the Israel 
Electric Corporation, Mekorot National Water Company, Israel Railways, 
and the natural gas companies. The categories of regulation include issuing 
instructions about how to prevent a remote hostile takeover liable to cause 
severe damage to critical systems by pressing a key, and the like. In recent 
years, the list of entities instructed by the Authority has been extended as 
a result of national recognition of the growing cyber threat.48

Tsafrir Katz, who until recently headed the ISA Technology Division, 
provided a rare insight into what goes on there when he said that 20 percent 
of ISA personnel were technology specialists. The character of the ISA has 
changed since the 1980s, when it was not technologically inclined. For 
several years, it was necessary to develop new forms of employment for 
younger people. From his perspective, this revolution continued throughout 
the past decade.49

The Israel Defense Forces (IDF)
In 2009, then-Chief of Staff Lieutenant General Gabi Ashkenazi defined 
cyberspace as “a strategic warfare and operating space for Israel.” An IDF 
cyber bureau was then established to coordinate and guide the IDF’s cyber 
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endeavors for the General Staff. This bureau was founded in Unit 8200 of 
the IDF Intelligence Branch.50

A cyber defense department, most of whose activity is classified, was 
set up in the C4I Corps (Teleprocessing Corps). The department enables 
operations on land, sea, and in the air to be conducted in an age when 
the IDF relies more than ever on computer technology. The department 
operates in cooperation with most of the IDF’s elite units, utilizing an array 
of technological means to neutralize the enemy’s cyber attacks.51

In order to protect the IDF’s computer systems, the C4I corps developed 
a training program called the “Cyber Defense Course.” In May 2012, the 
corps’ first class completed the course. After a few months of intensive 
study, the soldiers were qualified to carry out defensive computer-mediated 
operations based on the developing technological reality.52  

Ministry of Defense
In January 2012, it was reported that the Ministry of Defense was about to 
set up a special administration for cyber warfare, which would coordinate 
all operations by security agencies and the defense industries involved in 
developing advanced systems in the field. During that year, special cyber 
warfare sections were established in the main defense industries, namely, 
Elbit Systems, the RAFAEL Armament Development Authority, and Israel 
Aeronautics Industries. Israel Military Industries is also considering entering 
the field.53 It has not yet been decided who will head the new administration, 
but according to defense sources, the decision to establish a new authority 
“will raise the endeavor to a new level.”54

Israeli Law, Information, and Technology Authority
The Israeli Law, Information, and Technology Authority (ILITA) was 
established by the Ministry of Justice of Israel in September 2006 to become 
Israel’s data protection authority. ILITA’s mission is to reinforce personal 
data protection, regulate the use of electronic signatures, and increase the 
enforcement of privacy- and IT-related offenses.55 It also acts as a central 
knowledge base within the government for technology-related legislation 
and sizable governmental IT projects, such as e-gov (available online 
government).56 ILITA is currently investigating the particulars of an event 
in which a large amount of personal information, including credit card 
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data, was published on the internet by parties identifying themselves as 
Saudi Arabian hackers.57

“Available Government” – e-gov.il (Tehila)
The “available government” system was established in the Ministry of 
Finance’s Accountant General’s Department in 1997 as the Tehila unit. Its 
purpose is to enable people to carry out a broad range of operations through 
the internet, at the same time ensuring the security of the transferred 
information and safeguarding the user’s privacy. The system utilizes many 
resources to safeguard privacy, including an expert information security 
team and some of the world’s most advanced security technologies.58

Israel has done a good job of identifying the features of the cyber threat 
and making many corresponding changes in the way it constructs its forces: 
a National Information Security Authority has been established to deal 
with protecting the country’s critical infrastructures; military agencies 
have instituted very important changes: the IDF Cyber Bureau was set up in 
Unit 8200, and the C4I Corps has begun to develop a special cyber training 
program; the most important change was the establishment of the National 
Cyber Bureau, whose objective is to integrate cyber defense into both the 
various defense agencies and the civilian sector. A Law, Information, and 
Technology Authority has been set up to take responsibility for maintaining 
internet privacy and the security of personal information. It appears that 
over the past decade, particularly in the past two years, the state, recognizing 
that the cyber threat is liable to affect all facets of life, has stepped up its 
treatment of the cyber threat by establishing advanced designated entities.

Conclusion
Israel has been extremely efficient in identifying the features of the cyber 
threat arising from the development of cyber warfare technologies. It has 
begun to make the necessary changes, and there appears to be a close 
connection between how the cyber threat is addressed and national 
security. The handling of the problem focuses on three aspects: (1) defense 
organizations, the IDF, the intelligence community, and the defense industry, 
which as of now are taking independent action to protect their systems 
without direction from the ISA; (2) critical national infrastructures, which 
are subject to cyber attack, and which are being directed by the National 
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Information Authority; (3) the private sector, in which civilian companies 
are exposed to cyber attacks. Although this aspect is partially addressed 
by ILITA, the bulk of the problem is not addressed at all.59

The cyberwar is raging in full force, and Israel is a leading player in it.60 
The dry facts are impressive: a National Cyber Bureau has been established 
in the Office of the Prime Minister; grants totaling millions of shekels will 
be allocated for cyber research and educational activities in each of the 
next few years; responsibility in the IDF for cyber affairs has been divided 
between the Intelligence Branch (offense) and the Teleprocessing Branch 
(defense); and the National Information Security Authority is expected 
to broaden its operations.61 It appears that the treatment of cyberspace 
is gathering momentum in a number of key aspects: information about 
government activity concerning the cyber threat is being openly published, 
special budgets have been allocated for research in the field, and an attempt 
is being made to provide the National Cyber Bureau with a regular budget. 
At the same time, various agencies have been set up or have been greatly 
developed for the purpose of handling the growing cyber threat in an 
optimal manner.

The rapid technological changes that have occurred in recent years 
have affected the priorities of decision makers in Israel in various ways. 
Official Cabinet decisions have been publicized, and special agencies 
have been designated to address the cyber threat. Nonetheless, although 
at first glance it appears that Israel has made great strides in dealing with 
the growing cyber threat, there is still room for taking additional measures 
in order to achieve a clearer definition of the preferred policy for handling 
the matter comprehensively.     
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Cyber Weapons and  
International Stability:

New Destabilization Threats Require  
New Security Doctrines

Guy-Philippe Goldstein

Though cyberspace is a domain of strategic importance, cyber weapons 
have not yet been associated with publicly well-enunciated doctrines of use 
comparable to that of the nuclear age. Taking two very different approaches 
from the strategic literature—Jervis’ security dilemma and Zagare & Kilgoure’s 
perfect deterrence model—cyber weapons are demonstrated in both cases 
to induce a higher level of international instability. In particular, instability is 
favored by the attribution issue and the lack of clear thresholds. The outline 
of a cyber defense doctrine, focusing on the two mentioned informational 
issues, is then suggested.

Keywords: cyber weapons, deterrence, doctrine, security dilemma, perfect 
deterrence, attribution, thresholds, escalation

In 2013 cyberspace is a domain of strategic importance.1 The threat of cyber 
attacks has been placed at the top of the list of national security risks in the 
“Intelligence Community Worldwide Threat Assessment of 2013,”2 and 
computer network warfare is one of the only military areas in both the US 
and in NATO countries that is expected to grow.3 Beginning in 2009, the 
United States Cyber Command, for example, was established as a unified 
command under the United States Strategic Command. As was stated quasi-
officially by the Wall Street Journal in June 2011, computer sabotage that is 
generated in another country is sometimes considered by the Pentagon 
as an act of war. In that sense, since the effects of cyber weaponry could 
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be substantially vast, key decisions require direct approval from the US 
President, as they “should be unleashed only on the direct orders of the 
commander in chief.”4 

There is, however, no doctrine of use that is as clearly communicated 
as the doctrine of nuclear deterrence. First, many rules remain secretive 
and strictly in the realm of the highest echelon of the executive powers. 
Second, the domain itself is not clearly defined: it may be a in the war fighting 
domain,5 or not.6 Is cyberspace critical only because it is conducive to military 
assurance?7 Or is it critical in its own right due to the increasing value of 
the data stored and protected in cyberspace? Finally, the development of a 
doctrine takes time and historical precedents. Though concepts of nuclear 
deterrence began emerging in 1946 following the works of Brodie,8 Mutually 
Assured Destruction (MAD) did not come to the forefront before the late 
1950s.9 In the USSR, the nuclear strategy’s “learning curve” was even less 
advanced.10 Certainly, the field of cyber studies is still relatively young, 
and cyber weaponry in itself is constantly evolving in scale and scope. 

The lack of a doctrine poses a significant problem because without 
the proper management framework—or doctrine of use in international 
relations—the introduction of any untested and disruptive technologies has 
the potential to yield unexpected consequences. This is particularly true in 
the business of war. To rely solely on technological solutions without the 
context of a doctrine does not guarantee the preservation of the status quo. 
Stability during the Cold War was not assured by defensive techniques, such 
as efficient anti-ballistic missiles systems. Not only were these technological 
solutions elusive, but they were also not desirable in the preservation of 
the balance of terror at the heart of the MAD doctrine. Both conclusions 
led to the signing of the Anti Ballistic Missile (ABM) Treaty of 1972.11 

That does not preclude the necessity of developing specific technologies, 
such as Submarine-Launched Ballistic Missiles (SLBM) that guarantee 
a capable and survivable second strike force, but they should espouse 
the logic of a doctrine in order to reinforce it. This is particularly true for 
cyberspace, whose nature and risks should indicate the necessity of such 
an effort. Although the topic is still relatively new, it is not an emerging 
issue anymore. More than 15 years have passed since the 1997 US Eligible 
Receiver exercise, which triggered the first real concerns at the federal 
level with regard to cyber warfare.12 In addition, the past five years were 
marked by several “cyber” episodes in international relations, from the 
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Russian-Estonian cyber guerilla wars of 200713 to the 2012 foreign attacks 
against Saudi Arabia’s Aramco, possibly originating from Iran.14 Sufficient 
examples of recent years can supply the first guidelines on these issues 
and doctrines. Moreover, the field can be approached by some of the more 
classical legal and political frameworks. Though attention must be paid to 
the specificities of the domain, there are many examples that could be a 
baseline for the establishment of such doctrine. A recent study that could 
be used for the writing of such doctrine is the Tallinn Manual on International 
Law Applicable to Cyber Warfare, which managed to apply legal precedents 
to cyber warfare situations.15 Following this example, the article will apply 
frameworks from the “classical” strategic literature in a more formal way 
to assess the risks cyber weapons pose to international stability and also 
identify the very core issues of cyber defense that must be addressed by 
future doctrines. 

The Nature and Current Risks of Cyberspace
The Nature of Cyberspace
The definition of cyberspace has been debated extensively. The focus 
was usually given to the technological components (e.g., electromagnetic 
spectrum, information-communication technologies, and so on).16 In this 
article I suggest a complementary view that asserts cyberspace is currently 
the name for all information systems that are based on digital data. An analog 
electro-magnetic radio, for example, is not considered a part of cyberspace 
as it does not know how to “speak digitally.” A DNA computer, however, 
is conversant in digital data and is therefore a part of cyberspace, as is an 
electro-magnetic tape, which is encoded in digital data even though it is 
played in an analog tape recorder. 

Digital information is the language humans have created to communicate 
with machines, which dates back to the Industrial Revolution and the 
invention of the Jacquard loom (1801), when the rising complexity of new 
machines required the creation of such a language. It took nearly two 
centuries for the language to spread among other machines, especially after 
the inventions of Turing machine computers and the internet protocol. By 
nature, this language consists of three components: hardware (including 
telecommunication equipment), software (including data exchange 
protocols), and “brainware,” the human component that takes part of the 
data transmission by constituting very vulnerable interception points17 
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and by writing code. Some of the most dangerous weapons in cyberspace 
today are, in fact, the codes produced by talented hackers. Functionally, 
cyberspace can be split into two: the physical support that materially affects 
communication and calculation, and the semantic domain that transforms 
physical support actions into data or instructions, providing them with 
meaning and controlling its own physical support.

This simplified description of cyberspace explains the current urgency 
to define the conditions for cyber defense and sheds light on the most 
critical pain points in cyberspace. 

First, the distinction between digital and analog data makes clear why 
cyber warfare has become a strategic topic only in recent years. Although 
computers have been in use since the end of World War II, in 1986, digital 
data comprised only 0.6 percent of global data for storage, communications, 
and broadcasting, increasing to 24 percent in 2000. It exploded in 2007, 
however, reaching 93 percent, while “old” analog information capabilities 
became noncritical.18 By the second half of the 2000s, information systems—
what is usually most critical to any institution or organism—was fully 
transferred into the digital format. This may explain why the number of 
cyber attack episodes increased in frequency and gravity over the last few 
years. Civilization, including warfare, has turned digital. To use the words 
of Marc Andreessen, “Software has eaten the world.”19

Second, the semantic dimension highlights and reflects the heart of 
networked information systems. The objective of ARPAnet, the ancestor of 
the internet, was to “emphasize robustness and survivability, including the 
capability to withstand losses of large portions of the underlying networks.”20 
Packet switching networks are designed to withstand material hardware 
degradation. In cyberspace, the most severe damages are obtained when 
data are corrupted and their meaning manipulated, as was evident in 
“Operation Orchard”21 and Stuxnet. In both cases, a maximum effect 
was obtained because human controllers were manipulated by corrupted 
command and control systems. In addition, the corruption of the industrial 
controllers that set the speed of rotors in P-1 centrifuges increased the 
level of sabotage.22 

Characteristics of Cyber Attacks in Brief 
In ancient Greece, the term logos equally signified the uttered word, the 
sentence, the direct meaning, and the higher level of ideas expressed.23 It 
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was a confused but rich definition, which also led to the development of the 
first hackers, the sophists, who manipulated words and syntax in order to 
corrupt meaning. What we call cyberspace today is, essentially, a digitalized 
logos, i.e., the language designed to communicate with machines on anything 
from physical support through immediate semantic translation of ordering 
machines or humans, and to Gibson’s “consensual hallucination.”24 In 
this digital form of logos, modern sophists act like The Sorcerer’s Apprentice 
of Paul Dukas: the code alters the man-made environment of machines, 
which causes the machines to alter the physical world by believing wrong 
arguments or instructions. In that sense, the quality of the attack depends 
first and foremost on the talent of the wizards. 

The flaws used by offensive cyber weapons were developed either 
mistakenly or purposefully during the production stage of the equipment25 
or code or during their human handling, and were then exploited for further 
actions. To more precisely assess the attack’s impact in the physical world, 
cyber warriors created models to test attacks.26 Cyber weapons can also be 
designed to hide their signature and origin.27 These characteristics give an 
asymmetrical advantage to the attacker once a flaw (or “exploit”) has been 
found: only the attacker knows what the exploit is and the identity of the 
attacker. Since cyberspace is continuously updated by software upgrades, 
however, the cyber physical environment changes constantly as well, 
which makes the potency of exploits limited and transient: searching or 
manufacturing exploits requires permanent efforts.

The effects of these attacks occur as soon as the machines receive the 
message—the code strikes at “zero day,” and their range is extremely large due 
to the wide use of digital-speaking machines: from espionage (penetration 
of machines that store information) and economic sabotage (penetration or 
corruption of machines storing financial values or IP addresses) to physical 
sabotage (attacks against machines that control and command all sorts of 
civilian industrial processes or weapon systems ranging from the tactical 
to the strategic). Because “software has eaten the world” and continues 
to do so, there are no potential limits to what can be attacked, and these 
effects have a psychological component as well. While equipment that was 
damaged by a kinetic attack must be replaced, equipment that was harmed 
by a cyber attack might appear to operate properly but doubts regarding 
its capabilities will remain permanently. 
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Geopolitical Instability Induced by Cyber Weaponry
Pro-Offense and Speed 
The pro-offense, rapid, and possibly large extent of the effects mentioned 
above and their potential characteristics creates a military technological 
environment that is tilting toward the rupture of the status quo. Rober Jervis’ 
seminal analysis on the offense-defense theory stresses that the terms of 
the security dilemma rely on two crucial variables: “whether defensive 
weapons and policies can be distinguished from offensive ones, and whether 
the defense or the offense has the advantage.”28 Combining these two 
variables to create four possible worlds, Jervis states that world powers 
will have the greatest difficulties in maintaining the status quo in a reality 
where “offensive posture is not distinguishable from [the defensive] one” 
and where “the offense has the advantage.” Here, beliefs are as powerful 
as technology. For example, World War I was the product of such a world, 
which was termed “doubly dangerous”: the technologies of machine guns 
and railroads gave the defense an advantage,29 but because of Bismarck’s 
quick victories in the preceding decades, great powers believed that military 
technologies were still yielding an advantage to offense.30

The parallelism with a military environment shaped and dominated 
by cyber weaponry should be obvious. First, there is a widespread belief 
that cyber weapons give an advantage to the offense,31 which may lie in 
the perceived asymmetry of information between offense and defense. By 
definition, the defense ignores the existence of the flaw before it materializes, 
but when it does, correcting it may be too late. This argument may need to 
be refined and further examined, as the advantage given to the offense could 
be limited and transient in reality, but it is immaterial to the application of 
Jervis’ model. As with Europe following Bismarck’s victories, what matters 
is the belief expressed by the general consensus. Second, cyber weapons 
cannot be monitored, as one can hardly distinguish between offensive and 
defensive capabilities. Dual doctrines of use, including those of defensive 
and offensive uses, have been drafted in China and in major Western 
countries.32 Core capabilities include assets that when examined from afar 
can be construed for defensive or offensive use, like IT infrastructure or 
code writers. Currently in cyber weaponry, there are no equivalents to Salt 
II’s “observable differences” used to single out bombers carrying long-range 
Air-launched Cruise Missiles (ALCMs).33 Defensive capability development 
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itself is hardly distinguishable from offensive capability development since 
it stems in large parts from Red-Team exercises.34

The “doubly dangerous” risks could also be exacerbated by a rapid 
offense, used in a first strike. Such a “bolt from the blue” attack would be 
so decisive it would preempt any reactions from the defender. In an initial 
analysis of mutual deterrence games, Zagare showed that the fewer moves 
there are in a game, the more harm would be made to the status quo.35 The 
incentive to strike first is shared by peer powers that are at about the same 
level of technological development. In that case, the perception that the 
attack is of equal risk to both sides would lead to Schelling’s “reciprocal 
fear of surprise attack.”36 As Schelling writes, “Military technology that 
puts a premium on haste in a crisis puts a premium on war itself… If the 
weapons can act instantaneously by the flip of a switch, a ‘go’ signal, and 
can arrive virtually without warning to do decisive damage, the outcome 
of the crisis depends simply on who first finds the suspense unbearable.”37 

These lines were written a few years before ARPAnet was even 
established. They are echoed in the writing of US Air Force officers on 
war in the Information Age, stating that “preemptive employment of force 
may become a prerequisite for success.”38

The dynamics leading to a conflict are also exacerbated by the ongoing 
technological investment in R&D cyber weaponry. The impetus for further 
investment is fed by the branching out of cyberspace into additional 
domains of civilian and military life and the need to protect these new 
realms of cyberspace. Since defense and offense R&D capabilities are hard 
to distinguish, this naturally triggers an arms race. Cyberspace’s internal 
rate of the conversion of offline processes conversion into online ones is not 
always controlled by the military. Different from other revolutions in military 
affairs that were driven by actual contests, the thrust for digitalization of 
the US military continued at a high pace after the collapse of the USSR.39 
This may have been the result of the manifestation of the autonomous 
dynamics of digital data and software as they continue to “eat” the military. 
In this case, it is the qualitative evolution of technology itself that can also 
disrupt the status quo stability. As noted by Kissinger, countries that are 
opposing one another live in fear that their “survival may be jeopardized by 
a technological breakthrough on the part of [their] opponent[s].”40 As stated 
by Joynt & Corbett, the rate of change creates an “intrinsic uncertainty about 
advancing technologies…{as they] cannot supply the sufficient conditions 
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for stable deterrence.”41 Indeed, as a regional example, Horowitz notes 
that the cyber arms race in East Asia fuels instability.42 Finally, beyond the 
growing scope of cyberspace’s reach, the dynamic internal competition 
and constant upheaval of the IT industry generates an ongoing upgrade 
of cyberspace itself. These enhancements also constitute the sources of 
new alterations in the fabric of cyberspace and, thus, can generate new 
flaws. Independent from the political or military competition, this factor 
mechanically exacerbates the arms race.

Attribution and Thresholds 
In addition to the perception that the cyberspace environment is pro-
offense and prone to haste and to the field’s technological domain that 
is constantly changing, cyberspace is also characterized by the ability 
to wage attacks without a clear attribution or a clear identification of the 
thresholds at stake following the initial impact. These factors constitute 
additional triggers for instability. 

The lack of signature (the attribution issue) gives an advantage to the 
offense. If attacked, the defender does not know against whom to retaliate. 
This impedes the defense because the defender is not able to strike a counter-
blow that could stop or deter the attacker. Without a clear aggressor, the 
defender will also encounter difficulties in mobilizing diplomatic relations 
in order to organize counter-pressure. If the defender retaliates or elevates 
defense against the wrong party, it may actually isolate itself more or trigger 
international escalation. 

Attribution is therefore not a trivial issue: in war games one of the very first 
questions asked by the player acting as the defending head of state concerns 
the attacker’s identity.43 To gain weight diplomatically, attribution needs to 
reach a high level of certainty. This is technically hard to obtain in a limited 
amount of time.44 Potential aggressors can claim “plausible deniability” and 
neutralize the international audience, reducing the margins of maneuver for 
the defender. Attribution can be inferred from the international context,45 
but this would not equate producing an incontrovertible “smoking gun,” 
which would be required for securing diplomatic and external military 
support, especially in the context of the intelligence failures leading to 
the invasion of Iraq in 2003. Similarly, the international context could be 
muddied. Since the 1986 “BrainVirus” infection of digitally encoded floppy 
disks across the world prior to the web’s existence,46 most malware infections 
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have been global in nature. All machines that speak the digital language 
are vulnerable to digital infections. Though Stuxnet is said to have targeted 
specific nuclear enrichment installations in Iran, it was also found in India, 
China, Russia, and the US.47 That makes “plausible deniability” even easier 
for the attacker, which can portray itself as a victim among others.

Non-recognition of thresholds also clearly undermines stability. 
Schelling posits the importance of thresholds to articulate the “idiom of 
war.”48 For thresholds to efficiently structure the dialogue in the violent 
atmosphere of war, they need to possess “simplicity, reconcilability and 
conspicuousness,”49 for example, the crossing of a river or a mountain, or 
the general mobilization of an army.

The question is all the more critical because each player’s calculus depends 
on other players’ “curve of credibility”50—i.e., the stakes that a country has 
invested in a conflict from its own volition or which was forced on it by its 
opponent. These stakes are delimited by the above mentioned thresholds. 
They are positioned within a hierarchical disposition that credibly organizes 
the perceived modus operandi of a government. The underlying sense of 
proportionality is related to the above-mentioned hierarchical disposition 
and is also the key to credibility. This, in turn, allows the violent dialogue 
to be controlled. If an error was created in understanding the opponent’s 
curve of credibility, there is de facto a perceived “imbalance of resolve”51—
potentially leading to the conflict’s spiraling. The massive retaliation policy 
defined in the NSC-162/2 document, for example, was noted by William 
Kaufman as lacking credibility, as it was “out of character for the US” to 
implement it.52 On the other hand, as identified by Frank Zagare and Marc 
Kilgour in their work on Perfect Deterrence Theory, the credibility of nuclear 
deterrence lies on the preference for retaliation over backing down.53 This 
preference is assured by a capable threat (especially a survivable second 
strike force), but also on a rational calculus of retaliation, as this rational 
preference establishes credibility. If a nation’s core population centers were 
hit, and the nation can retaliate and inflict a major cost to the aggressor, 
there is a high probability it will do so. Higher stakes change the pay-back 
calculus. In this situation, if population centers were indeed destroyed, 
the state can more easily mobilize internal resources by way of national 
cohesion and consensus around revenge response. The option of a more 
forceful reaction becomes credible. Early in the nuclear age, Liddell Hart 
noted that “victims of aggression are driven by an uncontrollable impulse to 
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hit back regardless of the consequences” and therefore an “aggressor may 
hesitate to employ atomic bombs” because of the likelihood of retaliation.54  

Herein lies another difficulty with cyber attacks: they do not easily 
offer simple, recognizable, and conspicuous characterization in terms of 
thresholds. Would difficulties in online banking lead to financial panic or an 
economic disaster, and at what point would this occur? If the capital state of 
an attacked country had suffered a blackout, how many people would die 
after one day? When the Northeastern region of the US was struck by the 
blackout of 2003 that lasted more than 52 hours, the effects were surely not 
negligible but were also relatively minimal.55 The evolution of the impact 
does not develop in a linear model. Difficulties are compounded by lack 
of precedents in the use of constantly evolving weaponry. A foreign force 
invading another nation’s airspace is considered a breach of sovereignty, 
but what about cyber attacks of foreign countries that repeatedly corrupt 
servers used by national companies? Finally, effects may be caused by 
indirect and psychological actions; for example, by instilling doubts on the 
safe use of military or industrial capabilities, cyber weapon may induce 
paralysis but not directly provoke it. Is it the same when the paralysis is 
the consequence of a direct kinetic hit? 

The consequences of lack of attribution and clear thresholds on stability 
can be analyzed through Perfect Deterrence Theory,56 which posits that 
for a threat to be deterrent, it must be capable of creating significant pain 
to the threatened party so that it would prefer not to suffer from it. The 
threat must also be credible, as the threatening party must be perceived as 
preferring to use the threat rather than backing down. Without signature, 
however, the deterrent threat is not viable anymore, as the defending 
party does not know against whom to retaliate, and the secret offender 
is not threatened. The defender may also not be credible if it threatens to 
hurt everything and everyone in response to attacks of unknown origins. 
Similarly, even if attribution is realized but the effects are hard to measure 
and the distinctive thresholds at risks cannot be identified, the retaliation 
will not be “in kind,” rather either too hard or too weak. 

At a macro level, it is coherent with strategic literature that asymmetry 
or gaps in the information available to each party would lead to conflict. 
Spiraling is being modeled as triggered by errors of appreciation, or as 
Zagare and Marc Kilgour put it, “strategic uncertainty and unanticipated 
response, and both may be broadly construed as mistakes traceable to an 
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intelligence failure, bureaucratic bungling, miscalculation, or some other 
cognitive or information-gathering deficiency.”57 The risks of spiraling 
are higher if countries retaliate against attacks that aim to create false 
information in the opponent’s system. War can also be seen as a process 
that resolves an information problem: how much harm can a nation do 
to its opponent?58 Resolving this question establishes a hierarchy among 
nations, which serves as an ordered bargaining system that is understood 
by all. These explanations show why war is much more probable when the 
two countries facing each other are of the same strength rather than when 
they are not, in which case the outcome would be obvious.59 Cyber warfare’s 
modus operandi, however, is to create confusion in data. This mode of 
action threatens to corrupt strategic information, create uncertainty, and 
pose risks that would upset the status quo.

The absence of large scale demonstration of cyber attacks has been 
one of the factors limiting the risk of spiraling. The capability to damage 
this type of weaponry is not as clearly assured as that of a kinetic or a 
nuclear weapon. However, both the potency of the Stuxnet worm and the 
understanding that “software is eating the world” have left major global 
powers more prone to the risks of this new class of weapons. Perceptions 
are transforming following changes on the ground and public declarations. 
The psychological frames at play, according to Jervis and Perfect Deterrence 
Theory, become applicable to a geopolitical environment that is under 
stronger influence of cyber weaponry. 

Conclusion: The Need for “Escalation Control” Doctrines in 
Cyber Defense
There are no reasons to believe that “the diplomacy of violence”60—a term 
coined by Schelling to evoke the phenomenon of warfare—is going to vanish 
with the immersion of our civilization into cyberspace. Similarly, during the 
internet bubble of the 1990s, Michael Porter demonstrated that although 
the internet’s “new economy” may emphasize types of cost advantages 
over others in the search for competitive differentiation,61 it would still 
not suspend the old rules of strategy. Instead, the winners would be the 
ones who are able to “view the Internet as a complement to, not a cannibal 
of, traditional ways of competing.”62 Furthermore, the “power to hurt” is 
fully embodied in cyberspace, but does not supersede the laws of strategy. 
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Cyber power can be analyzed through the classical dimensions of strategy, 
as elucidated by John Sheldon, Michael Howard and Colin S. Gray.63 

New technologies do not eliminate the risks of spiraling in warfare. 
Instead, this depends on the effects of any technology that triggers general 
warfare—effects such as the perception that strategic military capabilities 
lean towards the offense; the possibility that defensive military capabilities 
could also be used by the offense; the rapid mode of action that would 
shorten the length of the military “game”; or the perception that quick 
technological change has the potential to reshuffle the balance of military 
forces. The strength of these factors ends up affecting the threat capability 
and credibility of each player, and thus alters the underlying deterrence 
relationship between the players. Ultimately, the deterrence balance can 
be summed up as an informational problem: does the party accurately 
recognize its enemy’s capabilities and those of itself? Does the party have 
a good sense of its intentions and red lines, and are they clear to its enemy?

On all these accounts, and especially because of the corruption of data 
and strategic information, cyber weapons increase the risk of informational 
errors whereby a crisis escalates into overall warfare. In particular, the above 
discussion on lack of attribution and clear thresholds explains why this risk 
is so well materialized with the use of cyber weapons. Furthermore, the 
solution for both issues is rendered even more pressing due to the nature 
of a game, which becomes shorter by an innately speed-of-light technology 
that is perceived as pro-offense. All this shows how pressing the need is 
for a doctrine to manage this informational crisis. Thus, a doctrine for 
cyber stability will not be based solely on the capabilities for reprisal, such 
as a demonstrable, survivable second strike force at the heart of nuclear 
deterrence, but just as importantly, it would also be based on the capabilities 
for elucidation at the strategic level. If the truth about attribution and 
damage assessment cannot be established, then the defending party is at 
risk of either conceding defeat to an unknown attacker, or of engaging in 
reprisals “in the dark” with a high risk of spiraling. On the other hand, if 
the truth is fully established in the “brainware” of the strategic decision 
makers—if not in the whole of the software and hardware systems of the 
defending nation—then at least the defender can unlock all of its other 
traditional options from diplomatic to strategic threats in order to credibly 
force the offender to back down. The parallels with the truth-seeking 
objectives of intelligence services should not be surprising: if in cyber, as 
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in intelligence, “the truth shall make you free,”64 then it is partially due to 
the fact that both fields operate in information domains, with one based 
in the digital format and the other on “secrecy.”65

The outline of such cyber defense doctrines could resemble that of 
elucidation actions like counter-intelligence or police investigations, but it 
must be strategically led by the head of state. These investigations would 
be supported by strong technical capabilities and operated by state-of-
the-art methodologies aimed at truth-seeking from deductive testing for 
attribution to systems simulation for red-lines assessment. They would 
also have a strong diplomatic component, leveraging some circles of very 
close cooperation. The establishment of the truth cannot be dictated by 
one center. It consists of a social process based on either the sharing of 
the data supporting the conclusions, carefully taking into account the 
constraints posed by the intelligence context, or the ability to replicate 
experiments.66 In that respect, military defense doctrines in cyberspace 
are somewhat parallel to the disciplined, scientific approach to problem 
solving that has been taken recently by the management of corporations 
from marketing67 to human resources.68 To attain the highest ground in an 
informational domain is to reach for the truth.
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Cyber Defense from “Reduction in 
Asymmetrical Information” Strategies

Guy-Philippe Goldstein

This essay confronts two main problems in cyber defense: the attribution 
issue (who is attacking?) and the threshold issue (is it worth all-out war?). 
Starting with a war-game scenario, an analytical framework based on the 
Tallinn Manual is suggested to delineate cases for wars and areas of crises. 
The prosecution of cyber crises is then proposed through two “reduction in 
asymmetrical information” strategies. The threshold issue can be alleviated 
with a better understanding of observable and simulated effects on the 
defending networked nation modeled as a system, drawing on the initial 
concept proposed by Col. John Warden. The attribution issue must be solved 
through excellence in elucidation methods and internationally supported 
coercive investigation, inspired by Thomas Schelling’s compellence. The 
growing preeminence of the digital domain in our modern societies could 
make these strategies among the building blocks of a new doctrine for 
military and political stability in the twenty-first century.

Keywords: cyber weapon, cyber defense, deterrence, doctrine, compellence, 
attribution, thresholds, escalation, Tallinn Manual

Hence the saying: If you know the enemy and know yourself, you need not fear 
the result of a hundred battles. If you know yourself but not the enemy, for every 
victory gained you will also suffer a defeat. If you know neither the enemy nor 
yourself, you will succumb in every battle.

Sun Tzu, The Art of War1
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Introduction: A Regional Scenario
It is 9:00 in Country X. In the capital state, bank ATMs have stopped working. 
Some online customers cannot access their bank accounts at the top three 
national banks. In some cases, the balance in online accounts has been 
wiped to zero. Cell phones are barely functioning. The attack seems to be 
of a new kind. The effects are the same as with the Estonia cyber attacks 
of 2007. However, technically, it does not look like a distributed denial of 
service attack: no massive amount of IP-packets clogging servers has been 
detected. No immediate remedy is at hand. How long will this last? Can 
data be recovered? Is this a first wave announcing further attacks? On the 
streets of Country X, anxiety is quickly ramping up.

Country X is not alone. A week earlier, a prominent software security 
firm from Country B identified a new malware: GlobalWorm. Though its 
mode of action was unknown at the time of discovery, GlobalWorm seems 
to have infected many systems across various countries. In an alert bulletin, 
the software security firm is now linking the current attack against Country 
X to GlobalWorm. Furthermore, other countries infected by GlobalWorm 
are experiencing difficulties, including friends as well as foes of Country 
X. However, only Country X is suffering severely harmful effects.2 

Who is responsible for the attacks on Country X with GlobalWorm? 
What type of threats does GlobalWorm pose to Country X? How should 
Country X retaliate? 

The first two questions frame the third one. To further complicate 
matters, the security software company that knows GlobalWorm best has 
tight links to the military apparatus of Country B – and Country B is not 
a close ally of Country X. As the National Security Council of Country X 
convenes, the questions around the table coalesce: Is this another blow 
from Country Y, the proverbial enemy of Country X? Did Country Y not 
just increase investments in cyber weaponry?…Or is this coming from 
Country Z, a country whose relationship with Country X has dramatically 
soured over the last five years?

The head of state of Country X asks the three questions that are foremost 
on his mind:
a.	 Can you prove to me that this is related neither to Country Y nor to 

Country Z?
b.	 How much time do I have left before I am forced into retaliation?



Guy-Philippe Goldstein  |  Cyber Defense

145

c.	 How can I retaliate if I do not know the answers to my first and my 
second questions?
The head of intelligence for Country X confirms that at this stage, 

there is no clear indication that Country Y or Country Z is behind the 
attacks – though it is possible, he emphasizes. However, the possibility 
of manipulation by Country B cannot be dismissed either. Additionally, 
although the attacks have shocked the population, they have not escalated 
in kind over the last eight hours. It is not possible to say how the threat will 
evolve – if indeed it does evolve. What is clear is that Country X has been 
weakened. Without some form of elucidation, restoration, and retribution, 
its status as a cyber power will be contested. This does matter. In this day 
and age, it is understood that there will be major combat operations in 
cyberspace. So the domination of cyberspace becomes a test of overall 
military power. 

The minister for foreign affairs says Country A, one of the closest allies 
of Country X on the international scene, does not possess clear indications 
about the origin of GlobalWorm’s infection. However, as Country A considers 
it a global problem, Country A will not allow Country X to retaliate without 
evidence being put to the fore. To top that, Country A says that retaliation 
needs to be closely coordinated in case of cyber reprisals. After all, neither 
Country X nor Country A understands what tricks lie inside GlobalWorm. 
The situation is different from scenarios in which Country X is the attacker: 
Country X controls neither the test nor the environment. A wrong maneuver 
could be perilous for Country X, perhaps for everyone else too. All sorts 
of manipulations can be envisioned. There are just too many unknowns. 

This state of strategic confusion is perhaps what the offender had in 
mind when designing the attack. Country X does not know yet what bargain 
is at work, nor with whom. The only clear offer comes from Country B: via 
its software security firm, it could bring unique expertise and support of 
GlobalWorm. But this help would probably come at a price. Additionally, 
Country A and Country B are global peer competitors. Country A may 
object to Country B helping Country X. Relationships between Country 
A and Country X could be damaged. 

In this scenario, conventional or strategic deterrence tools are not 
operative. Country X is actually faced with strategic paralysis. 

Perfect deterrence theory posits that “response in kind” is an optimal 
strategy.3 It demonstrates that the defender has a credible retaliatory 
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threat. At the same time, it signals that Country X is not necessarily seeking 
escalation – what Huth describes as a “firm-but-flexible” negotiation style.4 
Additionally, not to commit to full-fledged escalation but to engage in 
firm response allows opening up options without exercising them. This is 
the position most favored by politicians as well as financiers. It is also an 
optimal situation with regard to the decision laws of cybernetics. But in 
the current predicament for Country X, response in kind is not possible. 
First, there is a major obstacle: Country X does not know against whom to 
respond in kind. It is faced with an attribution issue.5 But even if it knew 
with certainty, Country X would still face a second major obstacle: it may 
not know exactly how to respond in kind.

Let us assume for a moment that Country X has established that Country 
Y is the aggressor. Since bank ATMs, online banking accounts, and some 
cell phone networks have been breached, Country X tries to respond 
in kind. Let us also assume that Country Y has not hardened the cyber 
security in advance around what it would know to be the respond-in-kind 
targets of Country X’s reprisals. An in-depth examination is still needed 
as to whether Country X would be able to inflict a level of degradation 
at least equal to what Country X suffered. If Country X tries but cannot 
equal the first blow, then its threat credibility will be further diminished. 
Yet if it retaliates too hard, it could trigger unexpected consequences and 
the conflict’s spiraling. Unfortunately, at the current stage of technical 
advancement, cyber weapons’ effects are hard to predict precisely – even 
more so if improvised for battle in the context of rapid retaliation. Country 
X is faced with a second problem: a thresholds issue.6 Country X does not 
have a response-in-kind solution, that is, a credible retaliatory threat. A 
doctrine of “massive retaliation” policy in cyberspace may be subject to the 
same critiques as the one formulated by Will Kaufman against Eisenhower’s 
NSC-162/2 in 19547 – with the added caveat that “massive” is hard to define, 
unless it applies to assured mass civilian casualty. At the same time, the 
absence of retaliation evidently goes against the principles of response in 
kind. It would invite further aggression. 

At this stage, there are no good retaliatory options for Country X. If attacks 
have reached certain damage thresholds and Country X feels otherwise 
threatened by its geopolitical situation, then it may want to intimate to 
neighboring countries that attacks will have consequences. It will then 
try to respond in kind imperfectly by highlighting its most capable and 
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credible non-cyber, kinetic threat, for example by flexing muscles through 
a show of air or ground forces. This measure will have adverse diplomatic 
consequences if attribution is not well established, and it could backfire if 
cyber attacks continue, actually raising the credibility stakes for Country X 
now that it has exposed its conventional forces. However, if a cyber attack 
does not seem to exact too high a price and if its origins remain efficiently 
obfuscated, then Country X may want to defuse tensions and lower the 
stakes. Difficulties could be attributed to non-state or technical origins. 
Then Country X could accept the help from Country B via the software 
security firm. Of course, as noted, this help would come at a price. 

A First Strategy of “Reduction in Asymmetrical Information”: 
Elucidation of Thresholds
An Evaluation Framework 
An optimal course of action may exist for Country X. First it must understand 
what types of attacks it is facing in order to devise the best response. In 
particular, two main informational issues, mentioned above, must be 
solved: attribution and thresholds. 

Attribution must be strictly linked with the issue of “plausible deniability” 
because at stake are the political and diplomatic consequences of lack of 
attribution. Threshold definition is an even more complex problem: there 
is an inherent difficulty in defining “simple, recognizable, thresholds” in 
cyber-attacks.8 Actions leading to thresholds can be split into two types: 
(i) those with direct effects on a nation (such as industrial disruption or 
loss of life) and (ii) military preparations that precede these effects (such 
as military mobilization or reconnaissance operations). Does the setting 
of logical trap doors in an opponent’s electrical grid constitute an act 
of war? Is there an equivalent in cyber warfare for enemy mobilization 
and massing at the borders? These questions cannot be easily answered, 
especially as they refer to issues such as the thresholds for retaliation along 
the “curve of credibility.”9 The Tallinn Manual, written at the invitation of the 
Tallinn-based NATO Cooperative Cyber Defence Centre of Excellence, is 
a necessary starting place but does not at this time authoritatively answer 
all of these questions.10 In a more general and historical sense, these are 
issues at the heart of the strategic conduct of nations, answered on a case-
by-case basis and grounded in practical reality, but they have not been 
comprehensively formalized. Cyber strategy may necessitate an additional 
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effort at conceptualization. Though the task is beyond the scope of this 
article, some initial shortcuts may be noted.

A starting place, cited in the growing literature on cyber warfare studies 
as well as the Tallinn Manual, is direct effects.11 This is an approach that 
can be understood by many militaries around the world, starting with the 
US Air Force, still a proponent of Effect-Based Operations, linking actions, 
effects, and objectives.12 As highlighted by the Tallinn Manual, it also has 
legal precedents, especially around the term of “scale and effects.”13 Yet 
what effects constitute crossing a red line for the defender? It is easiest to 
start with what is benign or tolerable, then explicate what can never be 
tolerable and would automatically elicit military retaliations. In between 
lies the territory of the crises.

For example, espionage is tolerable (albeit not officially). It enjoys 
international tolerance because it is “an extension of monitoring regimes” 
that thereby enables functional cooperation.14 This tolerance seems to have 
extended to some cyber applications of espionage.15 

What is never tolerable, what would automatically elicit military reprisals, 
is action leading directly to significant loss of life among non-combatants. 
In general, this action would be interpreted as a voluntary breach of the 
laws of armed conflict with regard to jus ad bellum as expressed in the 1949 
Geneva Convention and clearly restated by the Tallinn Manual.16 In strategic 
terms, what is never tolerable, what means war, is also initially obvious: 
destruction of a part or the totality of the sanctuary. This extends to any 
significant attempt at suppression of the protective institutions of the 
sanctuary. Because the state holds the monopoly on large-scale violence,17 
both the capabilities for large-scale violence and the monopoly-holding 
decision center commanding their use must be protected. In practical 
terms, preserving the sanctuary means first and foremost protecting the 
life of civilians. War then becomes inescapable if the nation suffers a 
significant loss of life.

With regard to large-scale violence capabilities, some weapons are 
essential: first and foremost the nation’s survivable second strike force, 
but also any weapon systems deployed so widely that malfunctions would 
significantly hamper the defense of the sanctuary. These include the specific 
networked communication systems and sensors required for the proper use 
of those weapons. They also include the intergovernmental communication 
systems necessary for the head of state and staff to command and control 
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these capabilities, as well as for heads of states to communicate. Such 
provisions were agreed upon by the two superpowers during the Cold 
War. The 1971 Accident Measures Agreement and Hotline Modernization 
Agreement established protection of satellite communications essential to 
US-USSR communications in times of crisis, as well as the communication 
facilities for missile warning systems.18 In addition, attempts at first responder 
forces and at medical assets that limit significant loss of life constitute 
red lines. Elements reflecting this understanding were agreed upon by 
Russian and American diplomats in 2011 and were included in the Tallinn 
Manual, as a way to more generally align the conduct of cyber operations 
with the current laws of armed conflict.19 These measures include assets 
and communication systems for command and control for medical and 
first responder forces, including with the head of state. Protecting the 
communication systems does mean preserving data from external corruption: 
if data cannot be protected then, de facto, the communication systems as 
means of sending the right instructions are being sabotaged.

Finally, there is the question of economic protection of the sanctuary. At 
what point do economic damages become so harsh that war is inescapable? 
Political literature hints that economic hardship can bring about political 
change: recessions can lead to changes of the ruling party in democracies20; 
depression can bring about regime change in the form of the rise of extremist 
movements, as shown in the interwar period.21 If such economic upheavals 
are brought about by cyber sabotage, they constitute a coercive action 
intended to destroy the political integrity of the State.22 This political result 
would come on top of the resource constraints imposed on the military by 
economic hardships, which in themselves constitute a threshold if there 
is significant reduction in military preparedness. Other scenarios could 
also hint at direct manipulation of the political control organs of the state 
(for example, electronic corruption of voting systems or mass electronic 
blackmailing of elected officials). If political majorities could be defeated 
by such cyber sabotage, it would constitute a significant attempt to weaken 
the integrity of the state, and thus the crossing of a red line. 

In this framework, those effects that are never tolerable hurt so severely 
that they are easily and blatantly recognizable as such. In the Tallinn Manual, 
attacks yielding such effects are construed as “armed attacks.”23 At this 
threshold, military reprisals are a certainty. If the identity of the attacker is 
known, then it is subject to the idiom of military action established among 
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states. The rules of this idiom apply, ensuring what Thomas Schelling has 
called the diplomacy of violence.24 States are entering a game of escalation, 
from conventional retaliation to potentially strategic reprisals. Cyber 
weaponry becomes an adjunct to other weapon systems.25 States can 
credibly respond in kind with non-cyber weaponry. This will bring clarity 
and recognizable accents to this dialogue, as illustrated in figure 1.

Figure 1. Decision Framework with Tolerance for Effects

Tolerable
ex: Espionage

Crisis
(see fig. 2)

“Use of force”
Reprisals as an option

Never Tolerable
ex: Significant loss of life

“Armed attack”
Military reprisals are unavoidable

Escalation

If the effects are recognizable and have an impact on civilian populations 
or assets although the identity of the attacker is unknown, then the action 
can be construed as terrorism. Hackers enabling these attacks without a 
recognized national attribution are acting as unlawful combatants26 or 
unprivileged combatants,27 that is, civilians who directly engage in an 
armed conflict in violation of the laws of war. Because they cannot be linked 
with a state bound by the limitations of the 1949 Geneva Convention while 
conducting military operations against military targets, they pose a de facto 
threat to any civilian targets the moment their attack causes harm that is 
never tolerable. The response to such a terror campaign must lead to the 
arrest of the hackers, or at a minimum to punishment of the state harboring 
them, as per the evolving legal standard applied in the attack against the 
Islamic Emirate of Afghanistan after the events of September 11, 2011, and 
in particular in light of UN Security Council Resolutions 1368 (2001) and 
1373 (2001).28 As in the case of nuclear terrorism with lack of attribution, 
the collection of intelligence becomes central for any retaliatory measures.29 
This issue is explored below in the section on joint compellence.

In the area between the tolerable and the never tolerable exists the 
territory of crises and its many shades of gray. The harm is conspicuous 
enough to be construed as a use of force but its severity is not elevated 
enough to identify it with certainty as an armed attack.30 According to the 
International Court of Justice, as cited in the Tallinn Manual, “not every use 
of force rises to the level of an armed attack.”31 The crisis can be kept outside 
of the public eye – a default option to avoid tying one’s hands too much 
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within the unchartered waters of cyberspace. Still, the crisis will be real. 
Uncertainty here has many sources. The never-tolerable effects may not 
be observable yet, but they could be perceived as an imminent outcome: 
if online banking problems spread and last a few weeks, would they lead 
to financial panic? Could losses be easily recovered? The same questions 
apply if the energy grid is breached. On Day 2, it might be hard to tell. 
Additionally, not only might direct effects be hard to assess; the meaning of 
the enemy’s military actions in cyberspace, its “virtual mobilization,” might 
also be difficult to evaluate. The last point is critical because, following the 
rules of warfare first described by Sun Tzu, surprise is the key to victory32: 
the better warrior will not create patterns or precedents. His or her moves 
will be difficult to evaluate. 

Nonetheless, this grey area must be addressed and charted. The escalation 
categories delineated by Herman Kahn in On Escalation33 are useful here. 
What is the intensity of the attack, as a probability of reaching the never-
tolerable level? How many different components of the nation seen as a 
system are being attacked? What is its evolution and tempo – especially 
as intense acceleration could be indicative of impending physical military 
actions? Using Herman Kahn’s delineation, a simple distinction can be 
drawn between:
a.	 What is not benign, but reflects self-limitation in escalation: the attack 

is limited in intensity and cannot be construed as threatening non-
combatants; it is limited in scope: only one type of targets is being 
attacked; it is limited in its temporal dimension: it happens only once 
or a few times, or has a date of termination. These attacks can be labeled 
as limited.

b.	 What is not benign and can be construed as potentially escalating: the 
intensity or scope of the attack seems not to be self-constrained and 
could be escalating; or there is repetition and acceleration along the 
temporal dimension, without a distinct termination date. These attacks 
can be labeled as escalating attacks. 

For example, if GlobalWorm was recognizably set to alter the functioning 
of only very specific software or equipment, if the software or equipment 
specifically targeted by GlobalWorm was only for military use or dual-
activities, if the effects did not lead to significant collateral damage among 
civilian personnel or civilian life, and if GlobalWorm had a recognizable 
date of expiration – for example with digital certificates protecting it and it 
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was due to expire at a certain time – then the GlobalWorm attack against 
Country X would be a limited attack. This does not seem to be the situation 
in the Country X case. Effects are not limited and circumscribed to specific 
equipment, but are escalating. They are also hard to recognize: what may 
be the secondary effects of 48 hours without online banking? 

In simplified terms, effects that are recognizable (that is, they can be 
acknowledged with all immediate consequences fully understood)34 but 
escalating ,and effects that are hard to recognize (that is, not all immediate 
consequences are fully understood) can be grouped together: both pose a 
high risk of surprise, miscalculation, and escalation (figure 2).

Figure 2. Decision Framework for “Crisis” (Detail)
Discerning Effects

Recognizable & Limited
Hard to Recognize/ 

Recognizable & Ascalating

Discerning 
Identity

Known
Special Ops/Limited Strike

Warning shot

Attacks against some tactical 
weapon systems

Low intensity attacks against 
civilian

Unknown
Convert Ops

Espionage Operation (uncovered)

Sabotage campaign  Low intensity 
terror

Reconaissance Operation

An Evaluation Process
The “hard to recognize” category of effects remains highly problematic. A 
sufficient level of prediction for these effects is difficult to achieve: these 
are not what the Tallinn Manual terms “reasonably foreseeable” harms.35 
To rely on observation of effects as comprehensively as possible with 
centralization of intelligence, or to develop an analysis of the mode of 
action of the malware in its software environment is not sufficient. The 
impacts on a “nation seen as a system,” to use the concepts of Col. John 
Warden,36 cannot be understood through these necessary but insufficient 
first steps. Such an evaluation is the purview of modeling, simulation, and 
analysis of system of systems, including economic and social components. 
The objective of this evaluation is to determine the expected political harm 
against the defending state.
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In a defense context, the further analytical step will naturally lead to a 
reverse-engineered “Effect Based Operations” (EBO) analysis. The point 
here is not to achieve the required precision necessary for an offensive 
use of EBO that has been elusive so far with current software tools.37 The 
objective is different: it is, in a defensive use, to deploy an idiom for cyber 
warfare made of internationally recognized thresholds. This baseline would 
link cyber actions with direct effects and intended objectives. It would also 
serve to legitimate all options reactions, including diplomatic or kinetic 
actions. Here, “simple, recognizable, and conspicuous” will trump “most 
precise.” To be trusted, this idiom can only be enunciated by the most 
preeminent cyber powers.

However, international participation in its development by other nations, 
perhaps along the logic of concentric circles, will ensure that it is recognized 
by many and thus becomes conspicuous. To be credible, it will have to 
reflect the real impacts on a nation’s curve of credibility. To that effect, it 
may follow the path laid down by Col. John Warden, and pursue a robust 
course of studies and simulations to understand the networked nation as a 
system. Not only could the internet be tested in virtual “cyber ranges;” sub-
components of the nation could also be simulated. All sorts of organizations 
and infrastructures take part today in the release of big data sets, from 
open data projects in public sectors to application programming interfaces 
(APIs) in internal corporate and industrial processes,38 and to social and 
political sentiments as expressed in social networks. This approach, in turn, 
promises to help develop a better and much finer baseline modeling of the 
networked nation as a system. These dynamic data models can then be 
tested against simulated shocks. Here too, exactitude is not as important 
as agreed-upon, credible, ballpark estimates. However, this development 
will be an ongoing effort, as cyberspace is consistently evolving. 

Understanding thresholds does not resolve the second main informational 
issue: attribution. The latter will require a specific intelligence, diplomatic, 
and coercive effort. 

A Second Strategy of “Reduction in Asymmetrical Information”: 
Elucidation of Attribution with “Joint Compellence”
Attribution
Because cyberspace consists of three pillars – hardware (calculation, memory, 
or communication devices), software, and brainware39 – intelligence work 
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must investigate and develop hypotheses for each of these three sources. 
Clues as different as IP traffic patterns, styles of coding, and methods of 
actions should feed an attribution matrix. It should also include classical 
human intelligence on hackers themselves and their political sponsors. These 
investigative activities should adhere to the best practices in elucidation, 
with emphasis on deductive methods applied to intelligence as suggested 
by Ben-Israel.40 As one methodology in the context of general intelligence 
works suggests,41 attribution hypotheses could be laid out in different buckets 
(for example, “Hypothesis #1: Country Y is the aggressor”; “Hypothesis 
#2: Country Z...”). Then, empirical data refuting each hypothesis could 
be set against each bucket. Stacking data against attribution hypotheses 
would be a first step toward identifying which country is most liable to be 
the originator.42 This would require advance identification and simulation 
of the multiple models of necessary preparations required to launch a 
massive cyber attack for each country. These models of preparation would 
of course include additional defensive hardening efforts and obfuscation 
efforts. Ideally, then, deductive A/B tests in the manner of controlled 
experiments launched against possible culprits could be set to confirm or 
infirm attribution hypotheses. For example, taking a page from the strategies 
used by fictional character George Smiley, by simulating unexpected effects 
of the malware, the true place of origination could inadvertently reveal a 
surge in unease and embarrassment.43 The detection of this unease would 
help with attribution. 

Excellence in truth seeking is critical for establishing defense. It is 
instrumental in convincing allied countries that one is not trying to 
manipulate them. In return, once genuinely convinced, these countries 
can then serve as the equivalent of character witnesses toward the greater 
world audience, and can increase diplomatic acceptance of retaliatory 
options. Excellence in truth seeking also ensures that the political echelon 
of the defending country is not making a grave attribution mistake. The 
government has confidence in its own decision. At this point, the government 
becomes more at ease than before the elucidation phase to explore non-
public, non-retaliatory measures if need be. As in any counter-intelligence 
work, it is perhaps best to temporarily maintain the illusion for the enemy 
that his stratagem has not been uncovered. 

In cyberspace, truth is power, as it is for any other information domain, 
such as traditional intelligence.44 The means and methods of establishing 
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a quasi-incontrovertible truth are key instruments of power. As such, they 
can become instruments of influence. One day, the cyber-diplomatic scene 
could resemble the civilian internet mainstream scene, where some of the 
largest search engines or reference content providers (such as Wikipedia) 
are already vying for the highest relevance in terms of content. After all, 
the most important feature of any information system is the ability to 
distinguish the right signal.

However, it may be difficult to share the attribution techniques and data 
described above with a large audience of countries, as is often the case in 
intelligence sharing. In an increasingly multipolar world, this difficulty could 
lead to further defense paralysis or diminished deterrence credibility if no 
method to jointly carry out attribution elucidation is established. However, 
such a method may exist by way of a large-scale deductive test carried out 
publicly, especially as deduction is a superior method for truth elucidation 
in intelligence analysis.45 In Cyberwar, Richard Clarke and Robert Knake 
highlight the “arsonist principle”: the burden of the investigation should 
be shifted from the investigators to the nation in which the attack was 
launched.46 If the suspected nation refuses to cooperate, it would be held 
responsible. Then an international body – what Clarke and Knake term 
an “International Cyber Forensics and Compliance Staff” – could suggest 
cyber sanctions, from shutting down certain ISPs to even blockading the 
nation from cyberspace.47 

Building and expanding on this approach, there is actually the possibility 
to defend against some of the potentially most severe cases of cyber warfare 
offensive and reestablish cyber-deterrence. 

A crucial initial observation is appropriate here: in addition to forcing 
attribution via the arsonist principle, this approach can actually establish 
it formally. In diplomatic terms, it can deny the offender the option of 
plausible deniability. Establishing attribution is as much an intelligence 
investigation as a diplomatic process. Other nations must be convinced. 
First, the credibility of the truth is best established when other observers 
(or testers) can confirm or infirm the attribution hypothesis. This social 
process is well established, from the two-witness rule governing the trials 
of treason as early as the Elizabethan era in England,48 prefiguring Hooper’s 
rule on concurrent testimony49 to modern statistics where confidence in 
predictions is increased by the number of observations. To create a public 
test is to force other nations and their people to become observers. Second, 
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a diplomatic process ensures higher coordination and thus strengthens 
the cyber blockade required to pressure suspicious states. The strength of 
the blockade is vital for the threat to be capable. If it can be significantly 
evaded, as Western powers managed to do during the Berlin Crisis of 
1948 against the Russian blockade, then the threatening country fails.50 If 
the blockade cannot be evaded, then the threatened country is forced to 
decide between escalation and backing down – and if the stakes are too 
high, it may back down as Russia did during the Cuban Missile Crisis. In 
addition, carrying out the attribution process first with close allies, then 
with a wider group of nations, might foster goodwill, rapprochement, and 
greater understanding toward the defending state. That, in turn, frees 
up political margins of maneuverability if the defending state is to move 
toward additional diplomatic, economic, or military sanctions beyond 
cyberspace and a cyber blockade. It lends further credibility to what is 
essentially a compellence strategy, as described by Schelling: “a threat 
intended to make an adversary do something.”51 Suspected states are 
compelled to collaborate or else they will continue not only to suffer from 
the cyber blockade, but also to single themselves out. In that new context, 
countries wanting to prove their goodwill will genuinely cooperate. Perhaps 
they may even share their own intelligence with regard to attribution, as 
a further proof of goodwill. Countries that do not cooperate will de facto 
reveal their true intent.

In addition, cooperation is all the more easily compelled when it 
means that cooperating countries do not have to lose face. Taking a page 
from Rattray and Healey’s model of public health for cyber security,52 the 
metaphor of World Health Organization (WHO) investigation teams at 
times of pandemics can be used. National governments do not have to 
be nominally accused – they do not have to be held initially responsible 
for the pandemics. Officially, the blame is placed on the malware or the 
nefarious teams of hackers behind it. Using the public lack of attribution 
for the sake of the compellence action, the coalition of defenders can then 
request the heads of the suspected states to cooperate. A cyber blockade can 
still be implemented, analogous to WHO quarantining regions or countries 
during pandemics. Thus the cost of not cooperating still weighs on the 
offenders – and it will grow as other states cooperate and the offending 
state becomes ever more isolated. Conversely, the cost of cooperating is 
lessened because there is no loss of face. And still, there is a genuine threat, 
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that is, a cost for having launched the operation in the first place: finally 
accepting cooperation, the offending capabilities (servers, codes, hackers) 
will be publicly branded. They will be rendered inoperative. Ongoing 
cooperation – and the additional intelligence it will provide – will help 
maintain this calculus. This is the end game. Defecting nations are forced 
to cooperate again. Their investment in defection capabilities is nullified. 
But there is not necessarily the audience cost attached to backing down. 
This makes renewed cooperation acceptable, and thus potentially stable. 
Additionally, the difficult task of a formal, public attribution, requiring 
a very high degree of certainty because of its public format, is rendered 
unnecessary. 

Strategies and Requirements for Joint Compellence
To be successful, this strategy must leverage the attribution efforts 
already mentioned. The quality of intelligence is critical in conducting 
this compellence approach. Heads of state are at the heart of this strategic 
conflict. Their methods and manners of communicating threats affect the 
credibility of their retaliatory threats. The defending head of state, assisted 
by a coalition of friendly countries, behaves like a police investigator 
interrogating suspects: “Give us access and information. Cooperate with 
us – or we keep you locked down.” This is bargaining, comparable to an 
actual police interrogation.53 The better the intelligence, the better the 
design of the interrogation and the more efficient the process: “Information 
power may be the most important source of power” in interrogation.54 
Used as an argument in the interrogation process, it demonstrates the 
deep knowledge of the interrogator, thereby reaffirming his credibility 
because he cannot be deceived. The interrogated will then hesitate to 
misinform; at the same time, the interrogator demonstrates that he can 
be a knowledgeable partner. A cooperation deal will be solid. Finally, as 
mentioned above, the interrogator can run tests to check the reaction of 
suspected states. These tests could simulate unexpected consequences for 
the defending state. By counter-manipulating, the defending state can instill 
doubts in the aggressor: cyber weapons are not reliable and could trigger 
an undesired escalation. The defending state could more easily mobilize 
external sympathy and support as its vital domestic interests are made more 
vulnerable to the malware. Solidarity from other countries is all the more 
extended as the malware has no defined origins: anyone could be its target. 
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The diplomatic aspect of the compellence process helps turn the strength 
of the attack against the attacker, as in Judo. The harsher the cyber attack, 
the stronger the solidarity between the defending state and its ally – and 
the tighter the cyber blockade against suspected states. Defense retakes 
the initiative. It can dictate the tempo in escalation control. 

This compellence strategy to resolve attribution is feasible because 
behind a sophisticated attack, there must be a nation-state. Non-state 
actors are necessarily harbored by advanced developed states. Terrorist 
organizations based in under-developed, failed states do not currently have 
the technical capabilities to wage strategic, sophisticated cyber attacks. 
For example, Stuxnet was a piece of coding developed by very talented IT 
engineers; it used digital certificates perhaps stolen from two legitimate 
Taiwanese companies,55 and it had been tested on a full cyber-physical 
model that included replicas of the P-1 centrifuges.56 However, all this 
requires deep pockets to recruit and retain talent, actual local access to 
a multidisciplinary pool of talent (especially if cyber-physical models 
are necessary), and constant training and development as cyberspace is 
upgrading constantly, not to mention secret services to infiltrate or enable 
access to privileged software information. These are development capabilities 
that currently cannot be acquired in tribal areas. In all probability, behind 
any ad hoc group launching a sophisticated cyber attack, there will be the 
active sponsorship of an advanced developed nation. Advanced developed 
nations are to become ever more dependent on access and development in 
cyberspace for data, instructions, and actual processing. A large portion 
of business-to-business communication and data processing is shifting to 
the so-called cloud, that is, servers often situated in foreign locations. In 
that context, the crippling effects of a cyber blockade may be particularly 
acute for advanced developed nations that come under suspicion. 

This strategy will work if allies of the defending country are also compelled 
or incentivized to act. Ongoing coordination, agreement on norms, and 
sharing of processes are prerequisites, before a crisis starts. In practice, 
cooperation levels might correlate with existing circles, from the closest 
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allies to the most distant – embracing in cyberspace what is currently the 
cooperative arrangement at the overall political level.57 Additionally, in order 
to give credence to the whole process, there can be a move toward greater 
cooperation within circles, and greater rapprochement between adjacent 
circle levels. Gently pointing the way forward has the advantage of solidifying 
the current level of international cooperation. Even more importantly, the 
ties that bind these cooperative links should find a credible translation in 
practical terms. For example, friendly countries can employ additional 
layers of software used by other friendly countries. Joint use of the same 
software or standards increases the risks of unexpected consequences for 
the attacker. It credibly conveys the possibility that to attack one country 
is to attack all of its allies. Shared use of the same software in cyberspace 
may play the same role as the US garrison in Berlin during the Cold War58: it 
would create automatic involvement and leave no doubt that the compellence 
process would be carried out jointly by a coalition of friends. 

Finally, defending countries must acquire redundant cyber capabilities 
to absorb the first shock. Redundant communication and computing 
capabilities temporarily alleviate bottlenecks. Semantic manipulation 
could be partly offset by periodically saving critical data in write-only, 
non-volatile data storage in order to retrieve true pre-attack values. But 
defensive measures alone are largely insufficient. Without confronting the 
will of the enemy to learn new attack techniques, the attacker will continue 
to learn and adapt, mimicking the coevolution (Red Queen) dynamics found 
in nature.59 Deterrence will not be achieved. What must be confronted is 
the attacker’s will to learn and not share new offensive techniques: a cost 
must be imposed on this will to learn and not share. Nevertheless, to absorb 
the first shock is elemental. Conventional deterrence models posit that 
short-term weaknesses on the part of the defender can invite attacks60: for 
example, a first blow might be so hard that the defender would not have 
time to respond properly and mobilize a coalition of allies. Additionally, 
the attribution process should ideally entail an alternate international 
team of inspectors. This would ensure that the long “shadow of future”61 
is preserved: whatever happens, the truth will survive. Attribution will be 
made. Responsibilities will not be evaded.

To summarize, once attribution is made, and once effects can be 
recognized and evaluated within a defending nation’s curve of credibility, 
informational asymmetries in favor of the offense cease. The idiom of 
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military action is restored to the benefit of the defender. The defender can 
make credible retaliatory threats. In particular, after effects are properly 
recognized, the defender can credibly retaliate in kind by using non-cyber 
means – diplomatic, economic, kinetic, or strategic. All options are made 
available anew, thereby giving more weight to the hand of the defender. 
Non-cyber retaliatory threats may even be superior if proven non-vulnerable 
to cyber attacks: their resilience will render them highly capable. By setting 
a limit to the potentially confusing game induced by cyber-only retaliatory 
means, the defender will signal the translation from cyber attacks to real 
effects, thus providing a clarity that will force the attacker either to back 
down or to escalate. In particular, the restrictive environment created by 
joint compellence will become a difficult situation for the attacker. Again, 
as the Cuban Missile Crisis demonstrated, in such a situation the non-
status-quo power may prefer to back down rather than escalate. 

Conclusion: Toward a New Political and Military Doctrine for the 
Digital Age
The necessity of establishing equivalence between cyber and non-cyber 
weapons by means of equivalent effects – and the need to switch from 
cyber to non-cyber retaliatory means – demonstrates the criticality of 
reframing cyber warfare operations in the context of other weapon systems. 
Following Edward Luttwak,62 one-force cyber strategies may at this stage be 
as confusing and minimally operative as what Luttwak dismissively termed 
“nonstrategies” – namely, other one-force strategies claiming strategic 
autonomy such as “naval strategy,” “air strategy,” and “nuclear strategy.” 

However, centers of gravity have always shifted as technological 
disruption changes warfare. The centers of gravity during Cold War fighting 
were quite different from the ones at the time of Gunderian’s blitzkrieg or 
that of Vauban and its massive fortresses. In the naval domain, strategist 
Julian Corbett determined that gaining sea control was ensured not by 
conquering areas of water, which are impossible to hold, but by ensuring 
the act of passage on the sea.63 As conflicts move into the digital domain or 
digital logos,64 centers of gravity are going to shift. The higher criticality of the 
semantic domain over the physical support reduces the relative importance 
of communication lines: the internet was built to send information despite 
the unavailability of hardware. What becomes critical is to ensure that true 
meaning is protected: Who is attacking? What is being attacked? To know 
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attribution and to recognize and predict effects become the higher grounds. 
These are cognitive centers of gravity. In strategic terms, this is knowledge 
supremacy: to control and to preserve the nation and its sub-systems from 
information manipulation. To put it differently, in an information domain, 
truth is the highest ground.

The importance of the digital information domain relative to other 
components of the networked nation as a system may alter strategic priorities. 
Additional industrial shifts could further strengthen this new order of 
priorities. As software continues to “eat the world”65 and the value of data 
and data-based applications becomes ever more important, the preserve of 
the digital logos could become as valuable as the physical assets it reflects 
and partly controls today. In some vital areas, this is already the case: today, 
wealth is measured and exchanged by means of electronic bits identifying 
monetary value. So while cyber warfare today is a non-strategy in Luttwak’s 
definition, there is a possibility, small and remote but not nil, that strategy 
in the digital logos claims its autonomy, that it represents both means and 
ends. Information systems, from DNA to spoken language, are critical to 
the management of any organism. Therefore such preeminence for the 
digital logos should not be surprising in theory. 

This ongoing transformation will mark a profound change in the role 
of the state defending the nation. The state must maintain the monopoly 
over large-scale violence, which can be construed as protecting physical 
assets from corruption by kinetic force. It will also have to protect the 
reliability of data in use by strategic military and civilian systems, and at a 
higher level, maintain accuracy of strategic information for the situational 
awareness of the nation as a system. The state will be the custodian of last 
resort for the truth.

All these remote possibilities are portended by the ever-increasing 
acceleration of IT calculation and storage capabilities. As an example, 
the calculation power of top supercomputers will increase by a factor of 
at least 10^3 Floating-point Operations per second (FLOPs) over the next 
ten years.66 As the scale of calculating power continues to increase, major 
changes in machine learning and simulation cannot be discarded.67 The 
limitations found today in analysis of EBO and the nation as a system 
may be as temporary as the difficulties in the field of artificial intelligence. 
For decades, artificial intelligence has been defined as a difficult field of 
research.68 Today, it is proving promising again.69 In this context, advanced 
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EBO capabilities for further simulation and analysis of effects could also 
change the calculations regarding national powers. 

However, an increase in simulation means further predictability: a 
longer, more predictable view of the game is then possible. The better the 
information is regarding each party’s true capability, the lesser the risk 
of war. Additionally, both Zagare70 and Axelrod71 demonstrate in their 
respective works that the longer the perceived game, the higher the chances 
that cooperative (or status-quo) strategies dominate.72 Finally, successful 
enforcement of a joint compellence strategy would also, in the long term, 
favor the status quo: if the fruits of defection are being denied and the end 
game of joint compellence is further cooperation, then defection becomes 
an unnecessary cost. This automatically increases the relative value of the 
status-quo choice (namely, continued cooperation). As Perfect Deterrence 
Theory posits, the overall increase in the value of the status-quo choice 
over any defection strategies is also one of the most important factors to 
ensure stability.73 

In this context, the complementary approaches of advanced nation-as-
a-system simulations and joint compellence suggest that the accelerated 
immersion of our human civilization into the digital logos could become 
an additional force for peace and stability. These strategies of reduction 
in asymmetrical information could serve as key building blocks toward a 
new doctrinal framework for the societies of the digital logos. This doctrinal 
framework will continue to promote peace and stability and will have to 
integrate current nuclear and conventional deterrence doctrines. It will 
also recognize the new preeminence of digital information systems in 
civilian affairs and therefore in military affairs. Ultimately, it will lead to 
a refined definition of what is a conflict. The doctrine of mutually assured 
destruction has transformed wars between global peer-competitors into 
a futile exercise in conspicuous, immensely negative sum games, thanks 
in large part to survivable second-strike forces. A doctrine of enforced 
digital cooperation, supported by the elimination of any asymmetrical 
information advantages of a challenging country, will further suppress 
spiraling escalation risks during international crises in our twenty-first-
century digital civilization. 
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The INSS Cyber Program

The Institute for National Security Studies (INSS), an independent, non-
partisan think tank that is an external institute of Tel Aviv University, 
deals with issues related to Israel’s national security. The Institute holds 
seminars, forums, and conferences and produces various publications, 
including monographs, journals, analytical articles, and position papers 
for decision makers. In 2013, INSS was ranked as Israel’s leading think 
tank and among the leading think tanks in the world in the field of national 
security. INSS is a public benefit company.

The INSS Cyber Program aims to cultivate knowledge on cyber 
warfare and broaden the study of its related aspects. It focuses on the 
conceptualization and creation of a common language regarding cyberspace 
and national security; development and examination of national policy; 
and the identification of guidelines for doctrine of cyber warfare for Israel, 
at both the national and inter-organizational levels. Research aims to 
contribute to an informed public debate on cyber security and promote 
strong public policy on the issue.

To this end, the program engages in a variety of research activities 
in subjects relevant to the field of cyberspace, including: development 
of a national defense concept for cyberspace; sharing of knowledge and 
information across organizations and sectors; intelligence and operations 
in cyberspace; proliferation of malicious codes in the cyber sphere; terrorist 
and non-state organizations in cyberspace; activities by major states and 
other actors in cyberspace; and legal and regulatory aspects. In addition, 
the program publishes a bi-weekly review of cyber intelligence on the basis 
of open sources. This review, published in English, is distributed by the 
Cyber Security Forum Initiative (CSFI) as well as through other frameworks.

In order to sharpen the common language and cultivate knowledge, the 
Cyber Program has established a national professional forum to formulate 
strategic insights and policy recommendations concerning cyber defense. 
This forum enables the building of innovative knowledge and connections 
among the relevant players in both the private and public sector. In addition, 
it provides decision makers with an important professional resource that 
researches new issues in the field and publishes position papers.

Forum members include some twenty-five senior figures from three main 
sectors: government, the defense industry, and research and development in 
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leading technology companies and academia. The forum holds discussions 
on a regular basis on a range of subjects, including: conceptualization and 
creation of a common language in national security contexts; development 
and examination of a national policy for cyber defense; the interface between 
the techno-tactical and strategic realms; the interface between the defense 
sector and the business sector; the boundaries of responsibility between the 
state and the private sector (organizations and individuals); and knowledge 
sharing and regulation.

The forum was established in an effort to narrow the gap in the discourse 
between two realms: the technological, home to many players and where a 
great deal of knowledge has developed in Israel (and the rest of the world); 
and the strategic, with an emphasis on Israel, where there is a need for 
significant improvement in the development of knowledge and policy. 
Thus a major aspect of the forum’s role and its added value in activity and 
knowledge development in the cyber field in Israel is the connection it 
forges between the two arenas. Furthermore, the discussion underway in 
the context of the forum is necessary to achieve the supreme goal: a strong 
and lasting improvement in Israel’s cyber resilience. 

In 2013, partly as a result of insights that emerged from the forum’s 
discussions, INSS published recommendations for decision makers 
concerning the organization of civil defense in cyberspace in Israel. One 
of the forum’s goals during 2014 is to examine the national concept and to 
make recommendations for decision makers in this field.
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